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It is a great pleasure to welcome you at the 2012 EARLI Special Interest Group 2 meeting hosted by the Laboratory of Educational Sciences of the Pierre-Mendès-France University in Grenoble, France. The EARLI SIG 2 is one of the twenty-two special interest groups of the European Association of Learning and Instruction. It focuses on how learning is influenced by the representation of the learning material, such as by way of text and pictures. However, as there is an explosion of new representations by the introduction of graphical interfaces, members of the SIG now consider multiple forms of representation, including, but not limited to, texts, pictures, graphs, diagrams, concept maps, animations, equations, virtual reality, information and scientific visualization, haptics, multimedia, hypermedia, and simulations. The SIG meets every two years, in alternation with the main EARLI conference, in order to establish continuity in collaborations of its members.

The theme of the Grenoble 2012 meeting is “Staging knowledge and experience: How to take advantage of representational technologies in education and training?” The term “staging” is used here to suggest the analogy with the “mise-en-scene”, i.e. the design of the visual aspects, in theatre and film productions. In effect, instructional designers, teachers, and trainers, but also learners themselves, can be thought of as “directors” striving to find an appropriate arrangement – in terms of composition, sets, props, actors, costumes, and lighting – of knowledge and experience to be acquired. As mentioned in the SIG 2 mission statement, this nowadays involves using a whole range of possibilities for external representation, not just texts and pictures, as a kind of semiotic technology for expressing knowledge and displaying skills.

The meeting features three keynotes, a JURE pre-conference workshop, eight paper sessions and a poster session. We received a total of 75 paper and poster submissions by 176 authors from 19 different countries. All submissions were reviewed by the scientific committee of 20 members from 9 different countries. 37 papers and 36 posters were accepted. This volume contains all presented papers and posters. The high number of multiple-author, multiple country contributions shows that the SIG is in good shape and the bi-annual meeting fulfils its function.

We thank the European Association for Research on Learning and Instruction, the Scientific Board of the Pierre-Mendès-France University, the Grenoble Alpes Metropole, the City of Grenoble, and the Rhone-Alpes Region for financial support. Finally, we thank in particular the local committee and members of the Laboratory of Educational Sciences for organizing what we hope will be a very fruitful meeting!

Bienvenue et bon colloque.
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Recent cognitive-developmental research shows that comprehension skills relevant to reading comprehension start developing early in children’s lives - before children reach elementary school age. In this context, we examine how comprehension skills develop in preschool and early elementary school children. Because comprehension skills can be assessed through different media, we decided to use narrative-based televised stories to explore the development of one particular implicit comprehension skill: inference-making. This skill is essential to ensure good understanding of a text.

In a series of experiments, we studied children’s ability to produce inferences from various depicted situations about characters’ emotions and their potential causal links to story events. Taken together, our studies paint a picture indicating that emotional inferences are relevant cues to explore comprehension skills with preschool children.

The contribution of this series of experiments is threefold. First, at a theoretical level, the results of our studies are consistent with the recent cognitive-developmental model of comprehension skills (see van den Broek et al., 2005) according to which inference-making skills can be learned and assessed at a young age. Second, at a methodological level, we provide additional evidence that narrative-based televised stories offer relevant opportunities for early literacy-skill development. Third, we further support the idea that the skills acquired through repeated experience with narrative-based televised stories can also be transferred to understanding similarly constructed stimuli, like narrative-based storybooks. Overall, when used appropriately, narrative-based televised stories could be a useful tool for future research investigating activities that enhance young children’s early literacy.
In recent years, cartographers and GIScientists have become involved in extending geographic concepts and cartographic design approaches to the depiction of massive, non-geographic data archives. These so-called information spaces also incorporate explicit geographic metaphors with the intention to create a graphic representation that is easier to comprehend for information seekers.

In this presentation, I report on current progress and future opportunities in the emerging research field commonly known as spatialization or information visualization. More specifically, I propose an empirically validated design framework for the construction of cartographically sound spatialized displays based on spatial metaphors. As empirical studies on spatialized views suggest, basic geographic principles and cartographically informed design guidelines enable information designers to not only construct conceptually robust and usable information spaces, but also allow information seekers to more efficiently extract knowledge buried in large digital data archives.

I will highlight how knowledge from cognitive science and vision research can now help display designers systematically assess their designs, which are becoming increasingly dynamic and interactive. Methods such as eye tracking and the change blindness paradigm have been applied for that purpose, and cognitive/vision theories help make sense of the results, guiding the process of designing maps for salience and creating useful toolboxes. I will also discuss how cartographic methods themselves can help researchers make sense of data collected in user studies. This includes tools and methods such as sequence analysis and visual analytics.
Text-graphic research focuses on questions aimed at uncovering the way people understand to-be-learned material when text and graphics are presented together. The problem is that much of the research employs graphics whose properties often are not well delineated and frequently ill defined. Multiple taxonomies exist which attempt to categorize these properties, but the taxonomies are typically directed at some types of graphics and not others, and often neglect to take into account pertinent characteristics of learners (e.g. subject prior knowledge, and graphicacy skills), specification of learning task demands, and the requirements of learning outcomes.

In the present address, we will describe the importance of considering these dimensions in existing and future text graphic research, elucidating issues of redundancy, relativity, ambiguity, and context dependency of graphics relative to the text they accompany. Finally, we will present a framework for classifying and interpreting the text-graphic research by inventorying the findings of a number of published investigations, underscoring the necessity to account for these undifferentiated influences.
In many studies, the effect of graphical representations on comprehension is evaluated by off-line tests (questionnaires etc…). These studies only measure the result of the learning process. So it’s difficult to identify the particular elements which impact on learning processes. Eye tracking techniques make it possible to give on-line information about learners’ behaviour during the experiment. In SIG 2, graphical representations are studied in terms of their cognitive effects. So the aim of this workshop is to give an insight into the possibilities and limitations of eye tracking within the areas of learning and comprehension of graphical representations. In this workshop, we propose to demonstrate how eye tracking analysis can reveal cognitive processes involved in the research of information, in the extraction of relevant information and in the elaboration of a dynamic mental model. Three examples will be used to illustrate this analysis technique: the upright piano mechanism, animated public information graphics and fish locomotion. During this session, we will present the contribution of eye tracking in the studies of representation processes. Then, participants will learn to use an eye tracker (Tobii t120) with the three examples previously mentioned.
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Abstract. The present study aims to investigate the effects of prior domain knowledge and of constructing a concepts map on hypertext comprehension. Three conditions of a hypertext dealing with the greenhouse effect were compared: (a) a linear map (coherent order of concepts), (b) a system-structured map, and (c) a self-structured map (participants had to construct themselves the map). The results failed to show that a self-structure concept map would promote active learning and deep processing for high prior knowledge readers. However, it was confirmed that low prior knowledge readers benefited from the system-structured concept map that stresses the hypertext macrostructure.

Keywords: Active learning, Concepts map, Cognitive load, Hypertext reading, Prior domain knowledge

Introduction
Within the research field on learning from hypertext, concept maps have been the topic of a pronounced interest. A concept map is a graphic organiser displaying concepts and links (labelled or not and directional or not) that show semantic relations between concepts. Concept maps supply guidance for hypertext comprehension (e.g. Waniek, 2012). Actually, processing a concept map would support comprehension especially when hypertext contents are difficult (Salmerón, Baccino, Cañas, Madrid, & Fajardo, 2009).

According to the active processing model (Hofman & van Oostendorp, 1999; Salmerón et al., 2009), concept maps conveying the hypertext macrostructure may also inhibit deep comprehension strategies for high prior knowledge (HPK) readers. When the concepts map explicitly conveys the text structural information, HPK don’t need to be active to create the macrostructure of the text information. Therefore, the aim of the present study is to investigate the effect of a new type of concept map that would foster deep processing of hypertexts by HPK readers.

In the research field of learning from paper documents, according to Stull and Mayer (2007), constructing concept maps may increase the level of extraneous cognitive processing (i.e. inefficient processes for learning) and limits generative processing as regard to the Cognitive Load Theory; conversely, challenging readers to construct their own concept map structure may promote active reading as regard to the activity theory (Klahr & Nigam, 2004). However, in the field of learning with hypertexts, a research by Amadieu, Tricot and Mariné (2009) showed that learners’ prior knowledge was linked to higher comprehension performance, more coherent reading orders, more efficient processes to construct the document structure and lower experienced cognitive load.

In the present study, structuring a concept map during a comprehension task is expected to promote relational and structural processes for high prior knowledge (HPK) readers. Their reading of hypertext

1 Project supported by ANR (National Research Agency)
would be more active through deeper processing of both contents and semantic organization. Conversely, a self-structured concept map would entail a dual task for low prior knowledge (LPK) readers. It will impose additional processing that will increase extraneous cognitive load and consequently hamper comprehension. A system-structured concept map should support their comprehension in a greater extent than a self-structured concept map.

Method (experiment in progress and finished at the end of April 2012)

Participants.
263 French high school students (10th grade) took part to the experiment (mean age = 15.48).

Materials

Learning task and materials. A hypertext dealing with the greenhouse effect was designed. The learning material consisted in twelve concepts (12 pages with a total number of words = 596). Three concept maps have been designed: (a) a linear map (a coherent structure that respected the sequence of the greenhouse mechanism), (b) a system-structured map (a map displaying the main relations between concepts that could not be modified by participants), and (c) a self-structured concept map (the concepts were provided and the participants had to structure the map moving the concepts and drawing labelled links between them).

Concept labels and hypertext sections were identical for the three map conditions. In all the concept map conditions, clicking on a concept opened a text section dealing with this concept. Then a link below the text brought back to the map where a new concept (or the same concept) could be opened. Participants were free to consult the text sections several times and in a free order.

Prior knowledge tests. Prior general domain knowledge was assessed by 9 multiple choice questions about general physics principles that were useful to learn about the greenhouse effect. Prior subject-matter knowledge (pre-test) was assessed with the same questions than the one used in the comprehension test. From the pre- and post-test, a gain of knowledge was measured (post-test – pretest). For details about the pre and post-test questions, see the comprehension performance below.

Comprehension performance. 12 questions required inferences between different text sections (inference questions) while 12 other questions dealt with information explicitly mentioned in text sections (text-based questions).

Cognitive load and disorientation measures. For each major part of the learning task, participants had to rate their mental effort, perceived difficulty to understand the text section and perceived complexity to understand the relations between the text sections (7-point Likert scale from very low to very high).

Controlled variables. Three variables were assessed for control: (a) reading skills (decoding test), (b) individual interest for the topic and (c) scanning reading strategies of web documents for studying.

Procedure

The participants filled in questionnaires and rated scales in the following order: reading skills, personal interest, prior domain knowledge, reading strategies habits. In the same session, they performed next a training task with the interactivity functions with the document. The learning task was limited to 20 minutes. Finally, participants rated their mental effort and their perceived complexity, and performed the comprehension test.

Results

A 2x3 (level of prior knowledge X type of map) ANCOVA with three covariates (individual interest, reading skills, scanning reading strategies on internet) were conducted to analyse the results.

Comprehension scores

The analyses conducted on the textbased questions scores indicated that the HPK readers outperformed the LPK readers; F(1, 253) = 15.11, p < .001, and positive effects of the 3 covariates: interest (p = .004), reading skills (p = .013), scanning strategy (p = .001).
The analyses on the inferential questions scores revealed also a main effect of prior knowledge; F(1, 251) = 22.34, p < .001, a marginal main effect of the map, F(2, 251) = 2.70, p=.069 and a marginal interaction effect, F(2, 251) = 2.63, p = .074. Pairwise comparisons revealed an effect of the map only for the prior knowledge readers, F(2, 251) = 5.20, p = .006, showing that the system-structured map supported better scores than the linear (p = .071) and the self-structured map (p = .001). The interest (p = .005) as well as the scanning strategy (p = .001) positively impacted the inferences questions scores.

Table 1: Comprehension scores, mental effort and perceived complexity scores.

<table>
<thead>
<tr>
<th></th>
<th>Textbased questions scores</th>
<th>Inferential questions scores</th>
<th>Mental effort ratings</th>
<th>Complexity: text sections</th>
<th>Complexity: relationships</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPK Mean(SD)</td>
<td>6.45 (3.05)</td>
<td>6.45 (3.05)</td>
<td>4.32 (1.19)</td>
<td>3.63 (1.66)</td>
<td>4.20 (1.54)</td>
</tr>
<tr>
<td>HPK Mean(SD)</td>
<td>7.75 (2.48)</td>
<td>7.75 (2.48)</td>
<td>3.92 (1.13)</td>
<td>3.29 (1.11)</td>
<td>3.63 (1.35)</td>
</tr>
<tr>
<td>Self-structured map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPK Mean(SD)</td>
<td>6.04 (2.40)</td>
<td>6.04 (2.40)</td>
<td>4.27 (1.36)</td>
<td>3.65 (1.21)</td>
<td>4.17 (1.42)</td>
</tr>
<tr>
<td>HPK Mean(SD)</td>
<td>7.70 (2.96)</td>
<td>7.70 (2.96)</td>
<td>4.13 (1.02)</td>
<td>3.24 (1.48)</td>
<td>3.98 (1.11)</td>
</tr>
<tr>
<td>System-structured map</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPK Mean(SD)</td>
<td>6.49 (2.35)</td>
<td>6.49 (2.35)</td>
<td>4.51 (1.08)</td>
<td>3.71 (1.23)</td>
<td>3.90 (1.22)</td>
</tr>
<tr>
<td>HPK Mean(SD)</td>
<td>7.47 (2.60)</td>
<td>7.47 (2.60)</td>
<td>4.05 (1.99)</td>
<td>3.22 (1.25)</td>
<td>3.00 (1.13)</td>
</tr>
</tbody>
</table>

**Mental effort and perceived complexity**

The analyses only showed that LPK experienced higher mental effort to learn the mechanism of the greenhouse effect, F(1,254) = 5.98, p = .015. An similar results pattern was observed for the perceived complexity related to the comprehension of the text sections (main effect of prior knowledge, F(1,254) = 5.69, p = .018). The scanning strategy had also a positive significant effect on reported mental effort, F(1,254) = 5.93, p = .016. However, no others effects were observed on the perceived complexity to understand the relationships between the concepts. A main effect of prior knowledge is still significant, F(1,254) = 12.32, p = .001. A main effect of the type of map indicated that the system-structured map reduced the complexity to understand the relationships in comparison to the linear structure (p = .039) and to the self-structured map (p = .001). Interest (p=.025) and scanning reading strategy (p < .001) had a positive effect also.

**Conclusion**

The results did not reveal a positive effect of the self-structure map for HPK learners. Nevertheless, the analyses on the comprehension performance indicated that the HPK readers were not affected by the type of map. The results of the LPK readers were consistent with our expectations. The system-structured map supported a higher comprehension of the relations between the concepts (macrostructure) than the linear and the self-structured map. The ratings on the measures of cognitive load showed that the system-structured map limited the cognitive requirements to understand the implicit relations between the concepts for all the participants. Analyses of on-line data will be presented in the poster.
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Abstract. Two visualizations of the statistics of a football match are compared that differ in terms of reality, interactivity, and spatial organization. Overall performance on reading off information was the same in both visualizations, but simple questions were more often answered correctly in the conventional Bar view, while questions that needed combining information were more often answered correctly in the more realistic and interactive Pitch view. Age interacted with performance on the two views as well. Preference for one of the two visualizations depended on the type of task; while the Bar view was considered more suitable to remember information or get an overview, the Pitch view was preferred to watch the information for fun or see the course of the game. Unconventional designs may be more fun, but they are only more effective for certain types of tasks.

Keywords: external representations, information design, performance, preference

Introduction

During the 2010 FIFA Football World Cup, the BBC presented two types of visualizations of match statistics on their website. These visualizations were informationally equivalent (Larkin & Simon, 1987), but differed in terms of spatial organization and interactivity. The Bar view - a more conventional and domain independent representation of football statistics - showed a list of players, cards, and substitutions plus horizontal bars with proportions of possession, corners and the like. The Pitch view showed the same information, but made use of a spatial layout that mimicked a football pitch with a clock in the middle on which game events were set out. In this view, some information only appeared when hovering over the pitch with the mouse pointer (see Figure 1 for both views). This presentation of information led us to two questions: which view is better for finding information (performance), and what view do people prefer (preference)?

The Pitch view seems to have several advantages over the Bar view for performance in searching for information about game statistics. First, there is a more natural mapping of information on the football field (albeit seen from above). For example, information about the amount of corners taken are placed in the corner, which should facilitate search processes (Hegarty, 2011). Second, the clock gives an overview of the course of the game, which should facilitate encoding information (Baddeley, Eysenk, & Anderson, 2009). Third, the interactivity gives users a sense of control, which should lead to more cognitive processing (Mayer & Moreno, 2003).

However, there are also reasons to expect that the Bar view is more effective for understanding football matches. The Bar view is more conventional, which may make it easier to work with, especially for older people not used to highly interactive graphics, or for people who often look at match statistics. Also, basic knowledge about football is needed to reap the advantages of the perceptual properties of the Pitch view (Kosslyn, 2006). In addition, performance with a more realistic representation is often not so good, even though people have a strong preference for realistic displays (Smallman & St. John, 2005).

Not only user characteristics, but also type of task may influence performance and preference for either one of the views. Since the Pitch view is interactive and shows a clear timeline of events, we expect that this view may be helpful when searching for combined information about the match, e.g., combining event data (what happened) with time data (when did it happen). In addition, we hypothesize that the Pitch view may be preferred over the Bar view for tasks dealing with fun (due to
layout and interactivity), or with understanding the course of the game (due to the clock), while the Bar view may be preferred for tasks that involve quickly reading off information.

**Method**

541 participants took part in this study. Their mean age was 30.9 years (SD=14.6 years). Two age groups could be distinguished, one group of 40 years and younger (N=375) and one group of 41 years and over (N=166). Participants first filled a questionnaire on demographics, relevant experience with football, match statistics and the internet. Then they viewed two matches each (one in the Pitch view and one in the Bar view). They answered fourteen questions about the match’ statistics. Nine of these questions inquired simple information readily available in both view types (e.g.: "what was the final score of the match?"). The answers to these questions could be directly read from the displays. The other five questions were so-called complex questions, and required different pieces of information to be combined (e.g.: "who scored the winning goal in this match?"). We measured correctness and response times. After this questions task, participants compared the two views on clarity, usefulness and completeness. The same choice had to be made for seven usage scenarios, inquiring about which view people preferred when they, for example, had to remember the match information or when they wanted to see the development of the match.

**Results**

**Correctness**

There was no main effect of view type on the percentage of correctly answered questions, F<1, Bar = 77%; Pitch = 78%. However, view type interacted with question type, F(1,540)=38.03, p<.001, η²=.066. Using the Pitch view, participants answered significantly more simple questions correctly, 79%, than complex questions, 77%, F(1,540)=6.98, p<.01, η²=.013. Using the Bar view, the same effect of question type was found, but it was significantly stronger (81% vs. 72%), F(1,540)=115.74, p<.001, η²=.177. For simple questions the Pitch view induced fewer correct answers than the Bar view, 79% vs. 81%, F(1,540)=5.18, p<.025; η²=.009, and for complex questions the situation was vice versa, F(1,540)=20.17, p<.001, η²=.036. View type also interacted with age group, F(1,538)=6.56; p<.025; η²=.012. The younger participants outperformed their older peers using the Pitch view, but there were no differences between the age groups for the Bar view.

**Response Time**

Participants responded significantly slower when using the Pitch view than when using the Bar view, F(1,538)= 227.22; p<.001; η²=.297, both for simple and for complex questions. View type interacted with question type, F(1,538)=5.89; p<.025, η²=.011. In both views, participants responded significantly quicker on simple questions than on complex questions. The younger participants responded significantly quicker than the older participants in both views.

**Preference**

The Bar view was found clearer by 69.4% of the participants, χ²(1)=80.70, p<.001, more useful, 69.4%, χ²(1)=80.07, p<.001, and more complete, 54.9%; χ²(1)=4.95, p<.05, than the Pitch view. The choices participants made in the seven usage scenarios indicate that the Bar view is preferred when they had to remember the information, 60.5%; χ²(1)=23.30, p<.001, to get an overview of the match, 68.8%; χ²(1)=74.53, p < .001, and to quickly view the match, 67.9%; χ²(1)=67.12, p<.001. The Pitch view was judged more suitable for watching the information for fun, 69.3%; χ²(1)=78.20, p<.001 and to see the course of the match, 66.3%; χ²(1)=56.03, p<.001. No clear preference for one of the views was expressed for explaining the match to someone else and for wanting to understand the match.
Discussion

Designers often aim for visualizations that are attractive and new, which may come at a cost of being unfamiliar and difficult for users. The unconventional and interactive Pitch design in this study was hard for everyone, especially for older people, considering the differences in response time. A representation with a more natural mapping is not automatically better, especially in this example where it is combined with abstract information that is represented symbolically (e.g., the size of the circle). Users took type of task into account in deciding which view was better. Unconventional designs seem to be regarded as more fun, but not necessarily as more effective.

The Pitch view differs from the Bar view in two essential ways: it is both more spatial and interactive. To distinguish between those two variables, we conducted a follow-up experiment in which we created two Pitch views: one with and one without interactivity. We also conducted a production experiment in which participants were asked to write a report of the match to a friend who wasn’t able to see the game. We hypothesize that the two views would lead to different descriptions in terms of story line. Results of these experiments will be discussed in Grenoble.

Figure 1. Bar view (left) and Pitch view (right). The figures on the right are shown when hovering over Pitch, the figures below when hovering over the clock.
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Abstract. Reading comprehension is a complex task that depends on many different automatic and strategic cognitive processes. The aim of this study is to explore differences in metacognition in reading comprehension. Participants were elementary school students from fifth to sixth grade in primary education and from first to second grade in secondary education. A metacognitive knowledge questionnaire was used to measure metacognition in reading comprehension. The results obtained in this study showed the improvements of metacognitive knowledge developed during elementary school; the explicit reference to decoding knowledge decreases at the same time semantic knowledge increases.
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Background
Research within the domain of reading comprehension has led to an increasing emphasis on the role of metacognitive awareness of one’s cognitive and motivational processes while reading; specifically researchers agree that awareness and monitoring of one’s comprehension processes are critically important aspects of skilled reading (Sen, 2009). The central role of metacognition and comprehension monitoring in the current descriptions of the reading process is reflected in the steady growth of interest in reading comprehension monitoring research.

Comprehension monitoring is important for the regulation of reading that is manifested in the way readers plan, monitor, evaluate, and use information available to them as they make sense of what they read. Changes in comprehension monitoring and in the use of reading strategies are aspects of metacognitive development which begins with young children’s awareness of mental functions, and eventuates in complex metacognitive abilities which many adults do not master (Kuhn, 2000). During development, metacognition becomes more explicit, powerful, and effective, and it comes to operate increasingly under the individual’s conscious control (Eme, Puustinen, & Coutelet, 2006). Several studies indicate that elementary school is a critical period of the development of metacognition and comprehension monitoring flexibility (Kolic-Vehovec & Bajsanski, 2006).

Aim
The aim of this study is to examine differences in self-knowledge reading comprehension in students from 5th Primary Education to 2nd Secondary Education.

Method
Participants
The participants in this study were students (N=509) from fifth to sixth grade of primary education (aged 10-12) and from first to second grade of secondary education (aged 12-14) in five elementary schools in León, Spain: 117 fifth-graders (59 girls and 58 boys), 134 sixth-graders (66 girls and 68 boys), 123 first-graders (59 girls and 64 boys) and 135 second-graders (70 girls and 65 boys).

Measures
A metacognitive knowledge was measured with a questionnaire, which consists of six open-questions. In order to analyse and categorize all answers, a system of comprehensive and mutually exclusive
categories was developed following a rational and empirical system. We took into account as central axis, the difference between reading levels, strategic knowledge, self-regulation and other moderator variables of reading comprehension (e.g. motivation, previous knowledge, purpose…).

**Procedure**

The questionnaire was distributed to the students in their classrooms as whole groups after they had read and summarized a text.

**Results**

Means and standard deviations for all grades on each categories of metacognitive knowledge assessment are presented in Table 1.

<table>
<thead>
<tr>
<th>Categories</th>
<th>5º (N=117)</th>
<th>6º (N=134)</th>
<th>1º (N=123)</th>
<th>2º (N=135)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Decoding level</td>
<td>.1238</td>
<td>.1156</td>
<td>.0904</td>
<td>.0962</td>
</tr>
<tr>
<td>Syntactic level</td>
<td>.0288</td>
<td>.0510</td>
<td>.0208</td>
<td>.0402</td>
</tr>
<tr>
<td>Semantic level</td>
<td>.0982</td>
<td>.0411</td>
<td>.1022</td>
<td>.0473</td>
</tr>
<tr>
<td>Situational level</td>
<td>.0232</td>
<td>.0469</td>
<td>.0263</td>
<td>.0455</td>
</tr>
<tr>
<td>Strategic knowledge</td>
<td>.1436</td>
<td>.0979</td>
<td>.1514</td>
<td>.0962</td>
</tr>
<tr>
<td>Self-regulation</td>
<td>.0773</td>
<td>.0883</td>
<td>.0793</td>
<td>.0860</td>
</tr>
<tr>
<td>Motivation</td>
<td>.0557</td>
<td>.0731</td>
<td>.0712</td>
<td>.0777</td>
</tr>
<tr>
<td>Previous knowledge</td>
<td>.0048</td>
<td>.0175</td>
<td>.0019</td>
<td>.0094</td>
</tr>
<tr>
<td>Reader’s purpose</td>
<td>.1086</td>
<td>.0699</td>
<td>.1106</td>
<td>.0623</td>
</tr>
<tr>
<td>No reader’s purpose</td>
<td>.0033</td>
<td>.0128</td>
<td>.0038</td>
<td>.0164</td>
</tr>
<tr>
<td>Efficacy</td>
<td>.0026</td>
<td>.0119</td>
<td>.0023</td>
<td>.0094</td>
</tr>
<tr>
<td>Practice</td>
<td>.0695</td>
<td>.0814</td>
<td>.0813</td>
<td>.0829</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>.0026</td>
<td>.0119</td>
<td>.0023</td>
<td>.0094</td>
</tr>
<tr>
<td>Ability</td>
<td>.1078</td>
<td>.0780</td>
<td>.1043</td>
<td>.0734</td>
</tr>
<tr>
<td>Assessment text</td>
<td>.0150</td>
<td>.0449</td>
<td>.0123</td>
<td>.0346</td>
</tr>
<tr>
<td>Assessment context</td>
<td>.0043</td>
<td>.0222</td>
<td>.0073</td>
<td>.0255</td>
</tr>
<tr>
<td>Uncategorizable</td>
<td>.0301</td>
<td>.0469</td>
<td>.0263</td>
<td>.0446</td>
</tr>
</tbody>
</table>

Differences in a metacognitive knowledge between grades were tested by MANOVAs $\lambda$ = .861 F(3,507)= 1.564, p=.009. We found statistically significant differences in decoding level F(3,507)= 6.433, p<.001, semantic level F(3,507)= 3.155, p<.025, and no reader’s purpose F(3,507)= 4.650, p<.003.

In post-hoc comparisons we observe in decoding level differences between the students of the 5th grade (M5th=.1238) with regard to the rest of the grades M6th=.0904, p<.007, M1st=.0762, p<.001, M2nd=.0759, p<.001. In semantic level we only observe differences between the 1st grade (M1st=.1137) with regard the 5th grade M5th=.0982, p<.005 and the 6th M6th=.1022, p<.029. In no reader’s purpose we observe differences in the 5th grade (M5th=.0033) with regard the 1st grade M1st=.0000, p<.013 and the 2nd grade M2nd=.0002, p<.019, and in the 6th grade (M6th=.0038) with regard the 1st grade M1st=.0000, p<.004 and the 2nd grade M2nd=.0002, p<.006.

Although no statistically significant differences were found in others categories, we want to highlight several aspects: firstly, the knowledge and importance assigned to self-regulation is increased with the grade; secondly, the high scores obtained, in each grade, both strategic knowledge
and setting the goal of reading; and thirdly the lack of importance that every students assigned to prior knowledge.

Conclusions
Besides automatized basic reading processes, skilled reading also requires the ongoing monitoring comprehension, and regulation according to the goals of reading accomplished by the use of reading strategies (Alexander & Jetton, 2000).

The results obtained in this study show improvements in the development of metacognitive knowledge during elementary school. The results indicate that significant transition happens before the first grade, but there is not more transition periods since the sixth grade in different aspects of metacognition knowledge because there are no differences between students of the first and the second grade. The developmental effect on decoding level is inverse to semantic level, that is, the explicit reference to decoding knowledge decreases at the same time semantic knowledge increases. The same trend is observed in report to the lack of reader’s purpose, it decreases until it disappears in the first grade.

This research was possible with funds from Science and Innovation Ministry of Spain through research project (EDU2010-18219), that was awarded to Dra. Fidalgo.
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Abstract. According to the Cognitive Theory of Multimedia Learning (Mayer, 2009) one crucial step for learning with multimedia is the integration of text and pictures. The aim of the reported studies was to investigate this integration process by using a modified paradigm introduced by Gentner and Loftus (1979). Learners memorized series of pictures and sentences that resulted from cross-varying type of picture (general vs. specific) and type of sentence (general vs. specific) within subjects. It was assumed that if text and pictures are integrated with each other, learners should be less able to trace back the learned information to a specific representation. This should result in lower performance in a later recognition test. The results of the reported studies support the assumption of an integration process. However, it remains still unclear, whether the integrated model is verbal, pictorial, or has no specific codality.

Keywords: multimedia, integration process, text and pictures

Introduction

According to the Cognitive Theory of Multimedia Learning (CTML, Mayer, 2009) the most crucial step for learning with text and pictures is the integration of verbal and pictorial information with each other and with prior knowledge. However, so far, there have been no studies explicitly investigating this integration process. Thus, the aim of the three studies reported below was to investigate the integration of text and pictures. For that purpose, we used a paradigm introduced by Gentner and Loftus (1979). Modified versions of this paradigm were also used by Pezdek (1977) and in research about eyewitness testimony (e.g., Belli, 1988; Loftus, 1975, 1977).

The basic idea of the paradigm is to present series of general and specific pictures, matched with series of general and specific sentences. For instance, subjects see a picture of a map. The depicted map includes either a treasure (specific picture) or not (general picture, see Figure 1). The two pictures are matched with the sentence “The map is really inaccurate” (general sentence) or the sentence “The treasure map is really inaccurate” (specific sentence). Thus, the specific sentence and the specific picture contain additional information compared to the general sentence and the general picture. If integration takes place, the specific information and the general information should be integrated with each other. As a consequence, learners should falsely recognize the specific information in a later recognition test. For instance, learners see the general picture without the treasure accompanied by the specific sentence about the treasure map. We assume that the learners integrate the general picture information about the map with the specific sentence information about the treasure map. Due to this integration process, learners should falsely recognize the specific picture containing a treasure and falsely reject the general picture without the treasure in a later recognition test.

Thus, we assume that the presentation of general sentences together with specific pictures (and vice versa) leads to worse performance in a recognition test compared to the presentation of general pictures together with general sentences or specific pictures together with specific sentences.
**Method and Results**

This assumption was tested in three experiments. Learners were always instructed to memorize pairs of pictures and sentences that resulted from cross-varying type of picture (general vs. specific) with type of sentence (general vs. specific) within subjects. As dependent variable performance in a forced-choice recognition test was measured. In this test, pairs of pictures (one specific, one general) or pairs of sentences (one specific, one general) were presented to learners and they had to indicate which of the pictures or sentences had been presented in the learning phase. The three experiments differed concerning the number of presented stimuli and stimuli presentation time. To test our assumption, 2×2 ANOVAs with the within-subject factors sentence type (general vs. specific) and picture type (general vs. specific) were conducted. Due to space limitations, we do not report main effects in the following, but focus on the interaction, which indicates whether text-picture integration takes place. That is, if integration took place, then students should show worse recognition performance in the conditions, where specific sentences are combined with general pictures and vice versa, compared with conditions where both representations have the same level of specificity.

In Study 1, 47 learners memorized 32 pairs of pictures and sentences. Every picture-sentence-pair was presented for 8 seconds. With regard to sentence recognition there was no interaction. With regard to picture recognition a marginal significant interaction appeared, $F(1, 46) = 2.91, \text{MSE} = 519.65, p = .095, \eta_p^2 = .06$. Bonferroni post-hoc comparisons indicated that combinations of specific sentences and general pictures ($M = 72.34, SE = 4.74$) led to worse recognition of pictures than combinations of specific sentences and specific pictures ($M = 86.53, SE = 3.68; p = .018$). This finding corroborates our assumption of an integration process: Specific sentence information was integrated with the general picture information, leading to an underlying mental model, which included the specific information. This in turn led to falsely recognizing the specific picture in the posttest.

The aim of Study 2 was to replicate the observed integration process by using a higher number of items. Therefore, in the second study, 75 learners memorized 59 pairs of pictures and sentences. Again, every picture-sentence-pair was presented for eight seconds. Contrary to Experiment 1, with regard to picture recognition no interaction was observed, whereas with regard to sentence recognition a significant interaction appeared, $F(1, 74) = 5.18, \text{MSE} = 294.20, p = .026, \eta_p^2 = .07$. Bonferroni post-hoc comparisons indicated that combinations of general sentences and specific pictures ($M = 82.62, SE = 2.42$) led to worse recognition of sentences than combinations of general sentences and general pictures ($M = 88.44, SE = 1.75, p = .033$). These results indicate that the specific picture information was integrated with the general sentence information, leading to an underlying mental model containing the specific picture information. However, unexpectedly, Bonferroni post-hoc comparisons also indicated that combinations of specific sentences and general pictures ($M = 73.98, SE = 2.47$) led to worse recognition of sentences than combinations of general sentences and general pictures ($p < .001$). Thus, it seems that the integration process is not a unidirectional process, but that integration might also occur the other way around (i.e., general information can overwrite the specific information).

The aim of Study 3 was to analyse whether the observed integration process might be more pronounced with shorter presentation time. Therefore, every picture-sentence pair was presented for 5
seconds (instead of 8 seconds as in Study 1 and 2). Additionally, the number of items was increased once again. Forty-seven learners memorized 72 pairs of pictures and sentences. With regard to sentence recognition a marginal significant interaction was observed, $F(1, 46) = 2.89$, $MSE = 286.48$, $p = .096$, $\eta^2_p = .06$. Bonferroni post-hoc comparisons indicated that combinations of general sentences and specific pictures ($M = 73.90$, $SE = 2.56$) lead to worse recognition of sentences than combinations of specific sentences and specific pictures ($M = 83.52$, $SE = 1.98$; $p = .002$). Moreover, combinations of specific sentences and general pictures ($M = 78.00$, $SE = 2.29$) lead marginally to worse recognition of sentences than combinations of specific sentences and specific pictures ($p = .065$). Regarding picture recognition no interaction was observed. To sum up, in line with the results of Experiment 2, the integration effect was only observed for sentence recognition. Moreover, the finding of a bidirectional integration process was replicated, because general pictures presented together with specific sentences lead to worse sentence recognition, indicating that the general pictures information was incorporated into the mental model.

Discussion

To summarize, the results support the assumption of CTML that text and picture are integrated with each other. However, it has to be noted that the manifestation of the integration process differed between experiments. Whereas in Experiment 1 the predicted pattern was observed concerning pictorial recognition, in Experiment 2 & 3 it emerged concerning sentence recognition. One explanation might be that the resulting mental model itself is abstract, leading to worse picture as well as sentence recognition in a post-test. Another explanation might be that in Experiment 2 & 3 participants stopped integration after some time and only looked at the pictures due to the higher item number and the shorter presentation times. This question should be answered in further research (e.g., by collecting process data). Furthermore, in Experiment 2 and 3 not only the specific picture information was integrated with the general sentence information but also the general picture information was integrated with the specific sentence information. This indicates that the integration process might be bidirectional. Further research is needed to clarify this question.
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Abstract. Role of graphics is significant irrespective of differences in domains. To great extent, information is presented through diagrams, pictograms, maps and charts on paper and digitally. We selected 50 graphics from different newspapers, textbooks, with information about geography, physics, chemistry and mathematics etc. The set of 50 graphics were categorized by two raters and Cohen’s kappa test was computed to check the reliability. Subsequently, a card sorting task was conducted with 20 Master students using these graphics. A Cluster analysis showed that maps and line graphs were clearly categorized into clusters whereas there were conflicts in categorizing illustrations and diagrams.
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The present study examines how master students cluster different graphics into diverse categories. Graphics is described as the basic sign system to sort, comprehend and communicate information (Bertin, 2011). Graphics have gained more and more importance in pedagogical material and in textbooks. Irrespective of domains, use of graphical representations for teaching and learning is very common. Educational graphics are developed keeping in mind the level of the students and training of the teachers. To great extent, information is presented through diagrams, pictograms, maps and charts on paper and digitally.

Different categories of graphical representations used in the study

Categorizing graphical representations is not a straightforward task. There are no predefined rules to distinguish graphical representations. We came across numerous definitions of each graphical representation but cartographers do not agree on one specific definition solely sufficient to define a particular graphical representation. Wilkinson and Wills (2005) mentioned that the notion of graphical representations is relatively undefined. We encounter many graphical representations while learning in schools and in everyday life but it is not obvious to distinguish them and even more difficult to interpret.

The cartographers spend a good deal of time in developing attractive, informative and concise graphical representations and wonder why people don’t understand their creations. It’s the fault of neither the cartographers nor the readers but it’s the education and capability of understanding graphical representations. Gallimore (1990) more deliberately emphasizes the aspect that teaching of graphical representations should be focused and primary schools should teach graphicacy just like reading, writing and mathematics skills. In a study, Aldrich and Sheppard (2000) draw attention to the fact that graphicacy is hardly taught explicitly and it’s frequently expected that students will comprehend the graphical representations and emphasize teaching graphic skills just like literacy and numeracy. Our main questions are: How do students categorize graphics? Do they follow a priori “expert” categorization? And finally, what are characteristics of difficult cases in categorizing?

Method

A priori categorization: Bertin (2011) divided graphics into three groups. The first group, diagrams, includes bar graphs, pie charts, line graphs, diagrams etc. The second group, networks, comprises of flow charts, hierarchy charts, trees and charts of inclusive relationships. Maps constitute the third group. We developed definitions based on dictionaries and followed them in categorizing graphics. The categories were Map, Diagram, Schema, Line graph, Illustration, Pie chart, Flow Chart,
Pictogram, Bar graph, Table and Hierarchy graph. We selected 50 graphical representations from different newspapers, textbooks, with information about geography, physics, chemistry and mathematics etc. Graphics were selected in order to have a large variety of graphical categories described above. Headings and legends in all graphical representations were defined clearly for better understanding. Some of graphics did not have titles, so they were given a title to keep all the graphics likewise. The set of 50 graphics were categorized by two raters and Cohen’s kappa test was computed to check the reliability. The resulting kappa of .67 indicated that there were certain differences in categorizing diagrams, schemas, illustrations and pictograms. We merged diagrams and schemas. Cohen’s kappa test was recomputed which resulted in a value of .75. The remaining differences were discussed to inter-subjectively decide on final categorizations.

*Card sorting technique:* Twenty Master students in Education of the University of Grenoble II were divided into five groups. We used open card sorting method and asked the participants to categorize 50 graphics into groups based on similarities. The participants were asked to give a name to each of the groups. It took almost 20 minutes for the card sorting activity.

**Results**

A hierarchical cluster analysis with SPSS using Ward’s method produced seven clusters. We compared these seven clusters with the priori categorization.

- Cluster 1 contained 13 diagrams/schemas, one illustration and a table.
- Cluster 2 contained eight typical maps.
- Cluster 3 contained five more atypical maps.
- Cluster 4 contained six line graphs and one illustration (see right-hand side of Figure 1).
- Cluster 5 contained three pie charts, two pictograms, a table and a bar graph.
- Cluster 6 contained two diagrams, two flow charts and a hierarchy chart.
- Cluster 7 contained two illustrations and a diagram.

Maps and line graphs were two categories where students were agree with the priori categorizations. Even though, the right-hand side of figure one shown below is an example of how students categorized the illustration as a line graph. Whereas maps was the one category closely followed by the students. On the other hand, students categorized most of the illustrations and pictograms as diagrams whereas they were categorized as illustrations or pictograms in priori categorization. Although, maps were categorized in multiple groups despite the fact that they were labelled as maps but the participants put them in different groups. The maps which presented some unusual information were not categorized with usual ones. The students were ambiguous while interpreting multivariate graphics and categorized some of them as illustration, diagrams and maps etc. Familiar graphics as Roth, Pozzer-Ardenghi, & Young (2005) mentioned in their study were easily identified as compare to unfamiliar ones which categorized in multiple groups.
Figure 1 shows two atypical graphics. The one on the left was categorized as diagram/Schema in priori categorization but students categorized it as image, some as diagram and some as illustration. It was one of atypical types of graphic which created a lot of ambiguity and students discussed it a lot before categorizing in a particular group. Use of colours for different parts of the diagrams created a lot of ambiguity and it was considered difficult to compare different aspects as well. We categorized the one on the right as an illustration, but students grouped in the cluster with line graphs. To us, both the absence of axes, legends, etc. and the fact that the line probably not reflects an actual data set are arguments for categorizing it as an illustration. Students seem to cluster on superficial grounds.

Conclusion
It was noticed in both priori and student categorization that the multivariate graphics were considered difficult to interpret. Teaching of graphics as an individual aspect is important so that student can identify, interpret and comprehend the graphics.
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Abstract: In a production experiment, we investigated whether perspective taking behaviour is indeed influenced by the mere presence of a person, as claimed by Tversky and Hard (2009). In addition, we tested the effect of object orientation on spatial perspective taking. Results show that mere presence of a person does indeed affect perspective taking. Object orientation does have an effect: not on the linguistic form of the description but on the time to start a description. For objects pointing toward the speaker latencies are shorter than for objects pointing toward the addressee. None of the experimental factors affected the linguistic form of the description. Only one of them, object orientation, affected a temporal aspect of the utterance.
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For any teacher giving instructions to a learner - either on paper, on the screen, or in face to face interaction - there is always the question which perspective to take: that of the learner, or that of the teacher. It might be confusing when teachers speak from their viewpoint, and easier if they take the learners’ frame of reference. In the latter case, the teacher faces the task of Spatial Perspective Taking.

Spatial Perspective Taking is considered to be an alignment process, in which a speaker takes the perspective of somebody else (Kessler & Thomson, 2010). Spatial perspective taking is a basic form of reasoning about other people’s representations of the world, and thus crucial for successful communication. In a recent study, Tversky and Hard (2009) had respondents describe spatial relations between two objects on a table in photographed scenes (see Figure 1). When the scene included a person, about a quarter of participants adopted the viewpoint of the person in the scene. In a second study, when the visual presence (a reaching person) was also combined with a linguistic cue (action verb questions) about half of the participants took the other’s perspective. On the basis of these findings, Tversky and Hard (2009: 125) concluded that “the mere presence of another elicits spatial perspective taking.” This conclusion, however, is not sound yet, as their stimuli contain other visual clues that might have promoted the other’s perspective. First, the pictures show more than a ‘mere’ person, they show an addressee strongly involved in the situation (the addressee looks or looks and reaches at the book); second, the object to which the person is attending (the book in figure 1) is ‘functionally’ oriented towards the addressee. According to Gibson (1979) objects elicit affordances, possibilities for actions, which in this case apply in the first place to the addressee in the scene, which in turn may promote to take the addressee’s perspective.

![Figure 1 - Stimuli used by Tversky and Hard (2009)](image-url)
In our study, we replicated Tversky and Hard’s (2009) experiment taking into account these considerations. We asked respondents to describe the position of two objects with respect each other, in a scene with a person ‘merely’ present (not looking or reaching). We did not use any linguistic addressee cue. We varied systematically the functional orientation of objects (directed towards the addressee or to the speaker). Finally, instead of using one pictorial scene only, we used a large number of items.

**Materials**

We constructed pictures depicting a table with two objects, and with a person standing behind the table whose head is not shown, and who is holding his arms next to his body (figure 2). Each picture consisted of a symmetrical object (e.g., a thermos bottle) and a directed object (an object with a functional orientation, e.g., tennis racket). The directed object was varied in two ways: position (to the left, right of the symmetrical object) and orientation (toward the speaker, towards the addressee). This resulted in 24 pictures, 12 for each orientation, 6 with the directed object to the left, 6 to the right. In the verbal instruction, we omitted the question format and simply asked participants to describe the position of the objects relative to each other. For each response two scores were derived: the linguistic form of the response (from speaker perspective or from addressee perspective), and the response latency (the time needed to start with the description).

![Figure 2](image)

*Figure 2 – Example of experimental stimuli: object with speaker (a) and addressee (b) orientation respectively*

**Participants and procedure**

Seventy-six Tilburg University undergraduate students (15 male, 61 female) participated in return for course credits. All participants were unaware of the experiment’s goal.

Participants were placed in a sound proof cabin in front of a desktop computer with a headset microphone. They read the instructions from screen. Next, they carried out a practice trial (two pictures with 2 symmetrical objects). Then the twenty-four experimental trials were presented in one of two presentation orders: first 12 pictures with one object orientated towards the addressee (=A), followed by 12 pictures with one object directed towards the speaker (=S) or vice-versa (A/S versus S/A).

After producing a description, participants pressed the space bar to start the next trial, until they had completed all trials. Stimulus presentation and recording of reaction times were done using E-prime 2.0 software (Psychology software tools, Inc., 2007); the recording of the description was done using open source software (Audacity 1.3.14).

**Results**

Due to technical problems, speech data of six participants could not be analyzed; they were excluded from all further analyses. We analyzed 70 participants’ data (35 subjects A/S presentation order and 35 subjects in the S/A presentation order).
Each description has been scored for perspective taking in the following way. Situation (a) presented in Figure 2 can be described in four ways, see (1). Situation (b) in Figure 2 offers more descriptions, see (2). Responses e. and f. show that the speaker was aware of the presence of a potential addressee and has incorporated that person’s perspective, that is, the speaker applied an addressee perspective. Out of 70 participants, the large majority (N=57) used their own (speaker) perspective. Thirteen participants consistently used an addressee perspective (7 in A/S; 6 in S/A). The repeated presentation of pictures with an object directed towards the addressee never made a participant change perspective. On the other hand, once they started with an addressee perspective, they used it consistently. On the basis of their responses the participants have been split into two perspective groups: speaker vs. addressee perspective.

(1) The tennis racket is
   a. on the right
   b. on my right
   c. on the right side of the table
   d. to the right of the termos

(2) The tennis racket is any answer from a to d
   e. on the left side
   f. on my right, but to the left of the man

For each Orientation, the scores of the twelve pictures were averaged. These mean response latencies have been evaluated with a repeated measurement ANOVA with within factors, Orientation (toward speaker, toward addressee) and two between factors Presentation Order (A/S, S/A) and Perspective Taken (speaker, addressee). An interaction was emerging between Orientation and Perspective Taken ($F(1,63)=3.19, p=.08, \eta^2=.048$). Split analyses were run for the two participant groups. The group that took the speaker perspective showed an effect of Orientation ($F(1,53)=9.79, p<.005, \eta^2=.156$): they responded faster (137ms) when the object was directed toward them (1481 vs. 1618 ms). The group that took an addressee perspective, showed the reversed pattern, faster when the object was directed toward the addressee (1729 versus 1764 ms) but this difference did not reach significance ($F<1$).

Conclusions
The results confirm that when people describe the location of objects in the nearby space, the mere presence of another person is strong enough to elicit perspective taking behaviour: about 80 percent of the speakers took their own position as point of departure, 20 percent took the other person into account as well, comparable to the findings in Tversky and Hard (2009). Once a perspective had been chosen, speakers used it consistently; no one changed perspective during the course of describing 12 subsequent pictures. The orientation of an object was not strong enough to change the addressee perspective. Yet, it influenced the speaker’s performance: response latencies were shorter when the picture was in line with the perspective taken.
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Abstract. Complex materials are difficult to learn. One solution is to reduce the complexity in an initial phase of learning. This effect is obtained when components are presented with no interactions between them, but also when presented with some interactions still present. In this experiment, forty-three participants had to learn about the effectiveness of hybrid engines as a solution to the reduction of greenhouse gas emissions. This material involved nine components or variables and a complex set of interactions. Participants were randomly assigned to three different versions of the material: isolated elements with no interactions were presented before the whole interacting system; partially interacting elements were presented before the whole interacting system; direct presentation of the whole system (twice). For recall questions all three groups performed the same, but on transfer questions the non-interacting group performed worse and expended greater mental effort, suggesting that greater exposure to interactions are required in complex domains.
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Introduction

Many learners are required to learn about complex systems, phenomena or procedures. Such materials can be very difficult to learn. According to cognitive load theory element interactivity is a major construct underpinning the learning of complex materials (see Sweller, Ayres & Kalyuga, 2011; Sweller & Chandler, 1994). Materials high in element interactivity are difficult to learn because they require more working memory resources to deal with the multiple interactions between elements. A promising solution to this problem has been to break down the complexity of problems by isolating the interacting elements in an initial phase of learning. The isolated interacting elements effect is obtained when interacting elements are presented in isolation before presenting the full interacting material (e.g. Sweller, 2010). This procedure is superior to presenting the full interacting material twice (Pollock, Chandler & Sweller, 2002; Ayres, 2006). This effect has been compared or interpreted as a pre-training effect (Mayer, Mathias & Wetzell, 2002; Clarke, Ayres & Sweller, 2005), simple-to-complex sequencing (van Merriënboer, Kester & Paas, 2006), molar-modular effects (Gerjets, Scheiter & Catrambone, 2006), and the use of subgoals (Catrambone, 1998).

These different studies, referenced above, share one important feature: when learning a complex system, phenomena or procedure, it is more efficient to acquire knowledge about components before learning the whole, than trying to learn the whole directly initially. But our analyses of these studies suggest there is also a significant difference between them: some are obtained when smaller components are presented in isolated form with no interactions between them, whereas others are presented as components but with some interactions still present. Hence this difference is worthy of further investigation.

The aim of this study was to compare these two alternatives to a direct presentation of the whole system. In a two-stage design the following three strategies were compared: a) isolated elements with no interactions were presented (stage 1) before the whole interacting system (stage 2); b) partially interacting elements were presented before the whole interacting system; c) the whole interacting system was presented twice. This design would test if the isolated interacting elements effect can be considered as a general effect of simplification of the material per se, or if it is more closely linked to the isolation of interacting elements rather than simplification. The study was conducted with instructional materials that feature both texts and graphics.
Method
Forty-three students of a technical college from Poitiers, France, participated in this experiment. They had to learn about the effectiveness of hybrid engines as a solution to the reduction of greenhouse gas emissions. This computer-based material involved nine components or variables: strength, power, torque, energy, consumption, transformation of energy (mechanical - electrical), kinetic energy, electric energy storage (battery), production of carbon by gas. The goal was to learn the complex set of interactions between these components and variables in four different driving situations (start, average speed, hard acceleration and braking). Three versions of the material were designed to represent three strategies:

a) The Non Interacting Strategy: Each component or variable with no interaction with other components or variables (9 pages) was presented initially (Stage 1). Each page contained one text, one picture or graphic and the measuring unit (when the element was a variable). This was followed by a presentation (Stage 2) of the whole interacting system (11 pages). The two stages are never available at the same time: the participants can go forward and backward within the stage 1, when they decide that they go to stage 2, then it is not possible to go back to stage 1.

b) The Partially Interacting Strategy: Each component or variable with interactions with one other variable or component was presented initially in Stage 1 (9 pages). For example, the relation between strength and power (and speed) was presented in the second page, describing power. Each page contained one text, one picture or graphic and the measuring unit (when the element was a variable). This was followed by a presentation (Stage 2) of the whole interacting system (11 pages).

c) The Total Interacting Strategy: The whole interacting system was presented twice (11 pages then the same 11 pages).

Each group was randomly assigned to one version of the materials. A pre-test (29 questions) was used, one week before the experiment, to evaluate the students’ prior knowledge. To investigate if different types of questions influenced the effectiveness of the strategies 20 questions were designed as recall questions, as the answers were explicitly contained within the materials; and 9 questions were designed as transfer questions, where the answers were not explicitly but stated but had to be inferred. During the instructional phase the participants were free to spend as much time as they wanted on each leaning phase. They were also free to go forward and backward within the two set of materials corresponding to the first and the second learning phase. The number of pages studied and the time spent on each page was recorded.

A post-test (the same 29 questions as the pre-test) was assigned at the end of the second phase. A subjective measure of mental effort (see Paas & van Merriënboer, 1994) using a 9-point Likert scale was completed after both learning phases.

Results
Performance scores were analysed by ANOVA using improvement scores for each participant (Post-test – Pre-test). There was no significant difference between the three conditions for recall measures: $F(2,40) = 1.79$, ns. For the transfer questions, there was a significant difference: $F (2, 40) = 3.49, p < .05$, partial eta$^2 = 0.15$ (large effect). Tukey B post hoc tests revealed one significant comparison in that the Total-interacting system was superior to the Non-Interacting system. For mental effort during phase 1, there was no significant difference $F(2,40) = 1.47$, ns. However there was a significant difference for Phase 2: $F (2, 40) = 5.25, p < .01$, partial eta$^2 = 0.21$ (large effect). Tukey B post hoc tests revealed the Non-Interacting group invested more mental effort than the other two interacting groups.
Table 1: Performances, mental effort and time spent on three different conditions.

<table>
<thead>
<tr>
<th></th>
<th>Recall questions</th>
<th>Transfer questions</th>
<th>Mental Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PreTest</td>
<td>PostTest</td>
<td>PreTest</td>
</tr>
<tr>
<td>Non Interacting</td>
<td>11.6</td>
<td>13.4</td>
<td>3.1</td>
</tr>
<tr>
<td>Partially Interacting</td>
<td>12.0</td>
<td>13.4</td>
<td>2.0</td>
</tr>
<tr>
<td>Total Interacting</td>
<td>10.4</td>
<td>13.6</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Discussion

Unexpectedly, compared with previous research (see Pollock et al., 2002), isolating elements in the initial stage of learning about a complex system did not lead to better learning outcomes than initially showing interacting elements. Although there was no difference on recall problems, the non-interacting strategy was inferior on transfer problems, even though more mental effort was spent. These results suggest that more exposure of the various interactions may be needed to learn these materials successfully, particularly when learning very complex tasks. It is notable that previous research into isolated elements has featured less complex domains, and arguably this may have made the difference.
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Abstract. Learning functional anatomy requires the building of a dynamic mental representation to understand the structure and its behaviour. Animation, often used to represent dynamic systems, can also be used to depict the configuration of a 3D structure, as it provides direct visualization of change across the viewpoints. This paper reports a study comparing two versions of a visual instructional material (animated or static) in learning the structure and behaviour of the scapula. Results showed no effect of the conditions on performances, though locally the animation group was more accurate in performing some configuration tasks. Moreover, visuo-spatial abilities affected the performance but the interaction with the instructional version depended on the task.
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Introduction

Learning functional anatomy, from textbooks and anatomical charts, requires the learner to mentally manipulate the anatomical structure to imagine its spatial orientation to gain further understanding of its dynamic behaviour. The building of such an accurate mental representation depends heavily on learner's spatial abilities, as they have to (re)create a dynamic mental model (Stull, Hegarty & Mayer, 2009). External visualizations, such as 3D animations, may bring an adequate solution to fill in the spatial difficulties encountered with static learning (Guillot, Champely, Batier, Thiriet & Collet, 2007; Hoyek et al., 2009), though they may be hard for novices to process. However, learning with external visualizations does not necessarily lead to better understanding, partially because of the intricate interplay of visuo-spatial abilities when learning (Hegarty, Kriz & Cate, 2003).

Animated visualizations can serve various instructional functions, such as a) conveying the configuration of a system or structure (Figure 1a) and b) the structure behaviour or its movement (Figure 1b). The present research investigates the effect of two learning conditions (animated versus static visualizations) on the building of mental representations of structure and movement when learning functional anatomy of the scapula. We assumed that animation could help understanding the scapula behaviour by directly showing the movement. Animation could also support the construction of a mental representation of the scapula structure within the anatomical 3D space of the body by providing transitions between the viewing perspectives.

Figure 1. a) structure configuration: the scapula and its acromion process (in orange) in a 60° Y view and b) structure behaviour/movement: superior view of the scapula movement during shoulder flexion
Method

Participants and Design
Forty-nine 1st year students enrolled in the physical education degree at the University of Lyon 1, France, voluntarily participated in the study. They were randomly assigned to one of two learning conditions: a static visualization (n = 27) and an animated visualization conditions (n = 22).

Instruction material
The learning material developed by Icap Université Lyon 1 consisted of two 3D animations: a) the structure of the scapula and 6 of its features (acromion process, inferior angle, coracoid process, lateral border, spine, neck), and b) the scapula shoulder flexion movement, that is when the arm is moving from the standard position (arm along the body) upward to the front. In both animations, four anatomical orientation views were sequentially presented: 0° view (scapula posterior surface), 60° view (Y view of lateral scapula), 180° view (anterior surface), and superior view. In addition, in the structure material, a small character acted as a permanent spatial anatomical reference, whose orientation changed according to the viewpoints. Two versions of these materials were designed; a) an animated visualization version and b) a static visualization version, which presented simultaneously the main small-scale images of each views. Both learning conditions materials had the same duration.

Knowledge tests
Students' learning was assessed with 3 structure and 2 movement tasks. The structure tasks consisted of 1) a feature identification task assessing the recall of features' name and anatomical relative location; 2) a rotation of the scapula task assessing the understanding or recognition of various scapula rotations within the anatomical space; and 3) an orientation reference task for the recognition of the scapula position with regard to the orientation reference character. Movement tasks involved 4) a movement identification task for the recognition of dynamic excerpts of dis/similar phases of the shoulder flexion movement; and 5) a movement order task assessing the understanding of the scapula movement during shoulder flexion by ordering five static images of different motion states.

Procedure
Participants had an initial 2-minute study phase of scapula general information (a 86-word text coupled with a scapula labelled picture), followed by the instructional structure material and its 3 tasks. Then, the movement material was presented followed by its 2 tasks. All learning material was presented twice. Additional cognitive measures assessed mental rotation abilities (MRT, Vandenberg & Kuse, 1978) and dependence towards the field (GEFT, Oltman, Raskin, & Witkin, 1971), from which high and low groups were defined by a quick cluster analysis.

Results
Findings revealed no overall advantage when learning with animated visualizations. Performance of the 2 groups did not differ on structure (Wilks' λ (λ) = .91, F(3, 45) = 1.34, n.s) nor on movement tasks (λ = .97, F< 1, n.s). However, significant global effects of mental rotation abilities (MRT) were found on the overall structure (λ = .69, F(3, 43) = 6.23, p = .001), and movement performances (λ = .82, F(2, 44) = 4.61, p = .015). Moreover, low MRT students performed better on the feature identification task when learning with animation (M = 24.07) compared to static learning (M = 20.11), whereas the reverse pattern was found for high MRT students (Mstatic = 28.10; Manimation = 25.22; F(1, 45) = 5.46, p = .024, partial η² = .10). No effect of field dependency (GEFT) and interaction effect were found.
**Accurate items.** A significant interaction between structure tasks and MRT clustering showed a quadratic trend \((F(1, 45) = 5.71, p = .021, \eta^2 = .11)\). Feature identification and orientation reference tasks had an unusual but specific pattern (low MRT scores > high MRT scores), whereas the scapula rotation task presented an opposite trend (low MRT scores < high MRT scores).

**Error items:** Compared to the static learning group, students in the animated learning condition made fewer errors, when a) recalling the neck characteristic in the feature identification task \((M_{animation} = 1.31; M_{static} = 2.33; F(1, 47) = 4.35, p = .042, \eta^2 = .53)\), b) comparing previewed canonical images in the scapula rotation task \((M_{animation} = -.37; M_{static} = .30; F(1, 47) = 6.23, p = .016, \text{partial } \eta^2 = .11)\), and c) comparing items differentiated by a 90° vertical rotation in the scapula rotation task \((M_{animation} = -.33; M_{static} = .27; F(1, 47) = 4.84, p = .033, \eta^2 = .09)\).

**Discussion and future research**
Overall, findings suggest no differences in performances across the learning conditions concerning the building of a mental representation of a 3D structure, as learners from both conditions performed equally on the structure and movement tasks. Explanations might be that a) the mandatory 2-minute learning phase upset the follow-up learning, b) information from both instructional materials was equivalent and/or c) tasks were not competitive enough to reveal differentiated performances. In line with the literature, we found that the building of mental representation of a 3D structure was largely influenced by learners’ spatial abilities, particularly mental rotation abilities. The influence of the mental rotation levels on the structure performances differed across the tasks, suggesting that the tasks might not all rely on the same spatial abilities. The follow-up analyses revealed an interesting result regarding rotations. The animation group made fewer errors of rotation judgment with items where the scapula’s view was 90° vertically rotated. Whereas both learning groups watched the same anatomical views, the difference lies in the motion. The animated learning group watched the scapula horizontally turn from 0° to 180° and then vertically to the superior view, while the static group saw sequentially the 4 frames. This result may suggest that the structure animation could help learners build the mental representation of the 3D scapula. Complementary research is needed to assess this hypothesis.
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Abstract. In contrast to literacy and numeracy, graphicacy is under-explored. Yet it is not only linked to fundamental cognitive abilities, but is also important in all areas of instruction. This paper reports an analysis of the graphics that appear in K-12 science school books. The questions were the following: what skills might school students need to understand these graphics? Do books provide guidance or instructions to help students process these graphics? We found that many graphics required a high level of graphicacy, in terms of strategies and skills required to understand them. Moreover, strategic guidance or instructional help were rarely provided.
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Introduction

Several kinds of communicative competencies have been identified that refer to abilities, beyond domain-specific knowledge, to use knowledge and skills “to achieve one’s goal in various situations (personal, professional, civic) in order to participate effectively in society” (OECD). Graphicacy is a graphic-specific communicative competence whose importance has hitherto been underestimated. It can be generally defined as the abilities to interpret and generate graphical representations, such as charts, diagrams, maps, and graphs (de Vries & Lowe, 2010). These skills and knowledge are used in learning or performance in contextualised tasks such as using a map to navigate an unfamiliar town, interpreting a diagram to solve a paper jam in a printer, or to construct a graph that presents data for an academic assignment. In this paper, we focus only on the interpretative aspects of graphicacy.

Understanding a graphical representation requires grasping its component elements as well as their global organization and relating the graphic to domain knowledge. Whereas text conventions function at a general level (except for technical vocabulary), conventions in graphics are far more diverse and domain-dependent. Moreover, different types of graphics have their own distinctive and very specific demands. With text, various agreed classifications are used that define functionally different types of representation and are identified as distinct genres (see de Vries and Lowe, 2010). In contrast, there is no such agreement on the number and types of graphics genres, and no clear-cut universal graphic conventions. Furthermore, although children do seem to develop incidentally some capacity to select, understand and construct graphics, what diSessa (2004) called meta-representational competence, this is not sufficient given society’s increasing reliance on graphics. It must be supplemented by the use of appropriate strategies, which also depends on the domain and graphic specific knowledge.

Our work on graphicacy began with a concern about the graphicacy demands typically faced in everyday school situations. Consequently, we conducted a preliminary examination of graphicacy requirements for interpreting K-12 science school books from five countries. Our initial exploratory questions were as follows: what skills and knowledge are required from learners to understand the graphic representations provided? Do books provide guidance on how to process these graphics?

Method

Graphic representations were extracted from five textbooks (see references) from different countries (Australia, UK (in English), France, Switzerland (in French) and Netherlands (in Dutch)), all used in upper primary school by children from 10 to 12 years old. These materials were selected because the target audience is relative novices in the domain, and because the books abound with graphical representations. In order to obtain a broad sample, we selected both typical and atypical instances of
visual representations with regards to existing features extracted from the semiotic and cognitive literature. Alternative approaches such as selecting a single topic and identifying all representations associated with it or identifying representations by existing classification schemes (e.g. Levin, Anglin & Carney, 2007; Ainsworth, 2006) were rejected as not appropriate for identifying generic aspects of graphicacy. The graphics from all five books were successively analysed in terms of processes and knowledge considered necessary to understand them, and whether interpretative guidance was provided by the textbook. Their relation to the accompanying text, although an important question, was not considered here, except for the captions and instructions (mostly questions to answer from the graphics). Figure 1 presents some of the graphics.

Analysis

The first observation is that there is a large variety of graphic types from simple line drawings to complicated perspective portrayals, using various styles and codes (e.g. line graphs, histograms, pie charts, time-lapse photographs, cross sectional diagrams, photographs, cartoons, networks, drawings). This diversity might be problematic since learners have to learn to interpret graphics whilst simultaneously learning content.

Figure 1 Examples of graphics
On the other hand, this diversity could offer an informal opportunity to develop graphicacy skills. However, the books rarely gave instructions in how to read the representations. Moreover, many graphics did not comply with one canonical form. Figure 1a, for example, shows a mixture of depictive styles, realistic (i.e. the gut wall) and symbolic (i.e. triangles as models for molecules). Even children with experience with these representational forms may struggle without explicit support in interpreting these graphics.

The second observation is that it is highly unlikely that students (and perhaps even some teachers) would possess the very sophisticated strategies required to interpret all the presented graphics successfully. Beyond basic knowledge of syntax and semantics, a graphicate individual possesses a repertoire of additional exploratory approaches for figuring out graphics, such as identifying a starting point and/or the order(s) in which to process the parts, which elements to process thoroughly and which ones only superficially. Figure 1a, for example, gives no clues about the best starting point. Features such as color, size, position on the page sometimes are essential to conveying meaning but sometimes fulfill aesthetic purposes only and so can safely be ignored, (e.g. the arbitrary colour of the molecules in Figure 1a). Because the function of graphics can range from decorative to explanatory, students need to recognise whether a depiction can be processed globally and quickly (or even ignored) or whether it requires analytical exploration crucial to understanding.

A final observation is that graphicacy has an important multi-representational aspect; in the textbooks, different portrayals of the same or related content were typically presented in combination.
Such combinations were used *inter alia* to show different periods of time (e.g. steps of a process, or evolution over time, Figure 1c), or to represent the same content but in different ways (e.g. realistic vs. abstract depiction of the same object Figure 1b), or to show a detailed aspect as well as global overview (Figure 1c). Consequently, in order to grasp the intended meaning, the graphicate learner must have the knowledge and skills described above and must identify the similarity and the differences between the representations in order to deduce the semantic relations involved relative to the topic at hand. One of the most common types of combinations found in our analysis was ‘paired graphics’ where two related but different depictions are presented together (e.g. Figure 1b). We therefore conducted a preliminary empirical study of how such combinations are processed (Boucheix et al, submitted).

**Conclusion**

The textbooks we examined present many graphics that are complex for learners to interpret; yet instructions on how to read the graphics were rarely provided in the books and prior research suggests that teachers often neither recognize the need for this instruction nor know how to succeed in doing so (Eilam, 2012). We argue that graphicacy has a distinct constellation of capacities that future work should investigate using multiple methods and approaches. Furthermore, because interpretative guidance is so rarely given in textbooks, it needs specific attention in schools and so increasing attention must also be paid to how to support teachers to gain graphicacy knowledge themselves.
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Abstract. The effect of annotation in graphical organizers of hypertext learning environments was examined on learning outcomes of low and high prior-knowledge learners for knowledge acquisition and comprehension. Two hierarchical and two network organizers – with or without annotation - were compared. The annotation described the nature of the conceptual relationships depicted in the organizers. No differences were found for acquiring factual knowledge. For comprehension, the annotated hierarchical organizer negatively impacted low prior-knowledge learners as compared to a non-annotated hierarchical one. When the two groups were compared, high prior-knowledge learners scored significantly higher than low prior-knowledge learners with an annotated hierarchical organizer. In the non-annotated network condition, high prior-knowledge learners scored higher than low prior-knowledge learners. However, with an annotated network organizer, low and high prior-knowledge learners showed similar learning outcomes.
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Introduction

Hypertext studies focusing on whether linear, hierarchical, or network/semantic graphical organizers can counteract disorientation and help or hinder learning have yielded mixed results. Hierarchical graphical organizers have repeatedly been shown to have beneficial effects on the learning outcomes of low prior-knowledge learners in comparison with linearly or semantically structured organizers. In contrast, the effect of graphical organizers on learning outcomes of high prior-knowledge learners has at best been inconclusive. Most studies report no differences in learning outcomes for advanced learners irrespective of the graphical organizer offered to them (DeStefano & LeFevre, 2007).

The defining property of any hierarchical structure is that its information is organized in a top-down manner, from general to specific, irrespective of content (Shin, Schallert, & Savenye, 1994). In comparison, a network graphical organizer provides less structural guidance, as a network represents a much less obvious structure (Amadieu, Van Gog, Paas, Tricot, & Mariné, 2009). In a network, any node can be connected to any other node, with the consequence being that the conceptual relationships have to be inferred by the learner. Learning with a network organizer, therefore, requires additional processing which can overburden the cognitive capacities of novices (DeStefano & LeFevre, 2007). For high prior-knowledge learners, this poses less of a problem, as they can consult existing cognitive schemata in their long-term memory to make inferences from ambiguous conceptual relationships. Also, it is often expected that network organizers will benefit high prior-knowledge learners, as a network represents a more complex representation of information than hierarchy. Potelle and Rouet (2003), for example, hypothesised that the categorical knowledge captured in hierarchical structures cannot provide new information to high prior-knowledge learners, whereas a network map displaying causal relationships does so by increasing connectivity within their existing mental models. Contrary to their expectation, Potelle and Rouet found no significant differences for the effect graphic organizers on learning outcomes of advanced learners.

The ambiguity associated with network organizers can be reduced by explaining the depicted conceptual relationships in them. The present study examined the extent to which explicitly defining the relationships between concepts - in the form of annotations in a hierarchical or network organizer - differentially affects low and high prior-knowledge learners. It was hypothesised that a annotations in a network organizer should alleviate its disadvantages for low prior-knowledge learners in comparison with high prior-knowledge learners. In contrast, adding annotations to a hierarchy was not expected to significantly influence learning outcomes, irrespective of prior knowledge. In line with earlier research
findings, high prior-knowledge learners were expected to show no significant differences across conditions.

**Method**

The participants in this experiment were first year university students (mean age = 19.49, SD = 2.83; 4 males and 153 females) studying the influence of Cognitivism on Learning and Instructional Science. The four hypertext environments used in the four conditions of the experiment differed in the structure of the graphical organizer (i.e., hierarchical, network) and in the presence or absence of annotation (i.e., annotated, non-annotated). In one hierarchical and one network organizer, annotations were placed above the lines drawn between concepts, describing the conceptual relationships depicted. The network organizers retained all relationships of the hierarchical organizers, but a number of new, cross-referential relationships were added. Navigation in all conditions was only possible from the clickable concepts in the graphical organizer to corresponding text nodes and back.

Fourteen factual and fourteen comprehension multiple-choice questions were used to assess participants’ knowledge before and after the learning phase. The multiple-choice questions had four answering possibilities, and were based on the content of the hypertext learning environment. Answering factual questions did not require knowledge of the content at related text nodes. Finding the right answer for a comprehension question required relating the information presented at the text node on which it was primarily based with the information presented at one or more related text nodes.

**Preliminary Results**

Separate three-way ANOVAs were conducted, with the factors Structure (hierarchical, network), Annotation (no, yes) and Prior-Knowledge (low, high), for factual and comprehension questions respectively. Participants were categorized as belonging to the low and high prior-knowledge group by applying the median split of the pre-test scores.

No significant main or interaction effects were found for factual knowledge. There was a significant three-way interaction for comprehension between Structure, Annotation and Prior-Knowledge $F(1, 149) = 5.56$, $MSE = 5.17$, $p = .020$, $\eta^2_p = .036$. Simple effects analysis revealed that low prior-knowledge learners scored significantly higher with a non-annotated hierarchical organizer compared to the non-annotated network organizer $F(1, 155) = 6.63$, $MSE = 5.38$, $p = .02$, $\eta^2_p = .041$ ($M = 8.81$; $SD = 2.46$ vs. $M = 7.05$; $SD = 1.85$). Furthermore, the low prior-knowledge group scored significantly higher with the non-annotated hierarchical than with the annotated hierarchical organizer $F(1, 155) = 5.37$; $MSE = 5.37$, $p = .019$, $\eta^2_p = .033$ ($M = 8.81$; $SD = 2.46$ vs. $M = 7.00$; $SD = 2.38$). When comparing the two groups of learners, the high prior-knowledge group scored significantly higher with the annotated hierarchical organizer than low prior knowledge learners $F(1, 155) = 6.22$, $MSE = 5.35$; $p = .014$, $\eta^2_p = .039$ ($M = 8.84$; $SD = 2.09$ vs. $M = 7.00$; $SD = 2.38$). High prior-knowledge learners also scored higher than low prior-knowledge learners with the non-annotated network organizer ($M = 8.63$; $SD = 2.56$ vs. $M = 7.05$; $SD = 1.85$), and this difference was significant $F(1, 155) = 4.56$, $MSE = 5.40$; $p = .034$, $\eta^2_p = .029$. The difference between the scores of the two groups of learners in the annotated network condition was not significant $F(1, 55) = 0.04$, $MSE = 5.56$; $p = .840$ ($M = 7.54$; $SD = 2.28$ vs. $M = 7.50$; $SD = 2.50$).

**Discussion**

As expected, low prior-knowledge learners reached better comprehension in the non-annotated hierarchical condition than in the non-annotated network condition. Similarly, the finding that high prior-knowledge learners did not show significant differences across conditions is in line with earlier findings in the literature. However, the annotated hierarchical organizer had a negative impact on the scores of low prior-knowledge learners, compared with the non-annotated hierarchical organizer.
When the two groups were compared, high prior-knowledge learners scored significantly higher than low prior-knowledge learners with the annotated hierarchical organizer. The mental integration of information communicated by annotations in a hierarchy on the one hand and the information at text nodes on the other may have required the allocation of added cognitive recourses from low prior-knowledge learners. Descriptions of the relationships between text nodes (i.e., annotations) in the organizer were a repetition of descriptions of the same relationships at text nodes, and were, thus, possibly redundant. Dealing with redundancy is known to require the allocation of added cognitive recourses.

In the annotated network condition, low and high prior-knowledge learners reached similar comprehension levels, whereas high prior-knowledge learners scored significantly higher for comprehension in the non-annotated network condition. Comprehension for the low prior knowledge group was higher in the annotated than in the non-annotated network condition, but this effect was not significant. It should be noted, however, that the annotated network organizer still scored lower for low prior-knowledge learners than the non-annotated hierarchical organizer. Although this difference was not significant, a word of caution is appropriate here; an annotated network organizer might be a good alternative for low prior knowledge learners, but only if the use of a hierarchical organizer is not appropriate or practically feasible.
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Abstract. Adults viewed 37 varied paired graphics derived from school science textbooks and explained meaningful aspects of each item. Verbal responses and eye tracking results indicated that participants understood most of the items and directed their attention to high relevance aspects of the graphics. Although some variables, such as the typicality of the graphic pairs appeared to influence comprehension, others such as content complexity seemed to have no effect. The findings will be used as baseline data for current studies of children’s approaches to paired graphics and more formal investigations of the nature of graphicacy.
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Introduction

Literacy and numeracy have long been regarded as fundamental capacities underpinning all aspects of education. However, with the rapidly increasing reliance on graphic forms of representation in educational materials, graphicacy has emerged as another fundamental capacity that learners need to develop (Balchin, 1985; Roth, Pozzer-Ardenghi, & Han, 2005). Graphicacy can be broadly defined as a set of capacities concerned with interpreting and generating information in graphic form (de Vries & Lowe, 2010). While there has been extensive empirical research into the nature of literacy and numeracy as well as their acquisition, this is not the case for graphicacy (Postigo & Pozo, 2004).

The study reported in this paper is an exploratory investigation of the paired graphics format used in many educational illustrations. Paired graphics were chosen for this initial investigation of interpretative graphicacy because they are both widely used and appear to require that learners engage in distinctive approaches to processing. A survey of mid-level school science textbooks showed that such graphics were common across both a range of countries and types of scientific content (see Bétrancourt, Ainsworth, de Vries, Boucheix & Lowe, 2012). Further, this paired format was used for a variety of instructional purposes, from showing the relationship between realistic and abstract depictions to portraying the ‘before and after’ states of target subject matter. Paired graphics typically use a standard layout formula of two pictures positioned horizontally adjacent on the display. This structural convention provides a signal that the component pictures are related and so should be processed together rather than independently. In order to deal effectively with paired graphics of even moderate complexity, it is likely that the learner would need to perform not only within picture processes but also between picture processes (cf. Winn, 1993). Further, this latter processing would probably require repeated inter-picture alternations of attention and search in order to extract the relational information present. For example, successive processing cycles could be used to establish the similarities and differences in the pair of pictures. In some graphic pairs, the left-to-right ordering is also an important interpretative cue (as with before-after depictions). Because interpretation is shaped by both the raw perceptual attributes of depictions and the learner’s background knowledge, we conceive graphicacy as involving both bottom-up and top-down aspects.

To some extent, such processing approaches should be generic in that they could be applied across a broad range of different paired graphics examples. However, there would also be task-specific aspects that can be embedded within the generic approaches. We assume that these approaches would be acquired over time. However, in contrast to text, graphicacy is not currently the subject of explicit tuition and so is typically acquired incidentally. Adults with high levels of graphicacy should exhibit appropriate processing approaches when confronted with paired graphics, irrespective of the particular
content and specific purpose of the pairs presented. Their processing behaviour is likely to be very different from that of children whose graphicacy capacities are yet to develop. The present study used eye tracking to explore how adults processed a varied assortment of paired graphics. It was also designed to identify possible variables that could indicate the nature of graphicacy and how it might be assessed. We therefore used authentic examples from a variety of widely used science textbooks (rather than specially designed research materials). Data obtained will provide a baseline for current investigations of how young children deal with this type representation.

**Method**

18 French university students (Psychology and Education, mean age = 37 years; SD = 11.24) participated for course credit. The 37 paired graphics items employed depicted a variety of topics and were based on actual examples from science school books for 10-12 year old children from five countries (Australia, England, France, Netherlands and Switzerland, Figure 1). Source materials for these items were chosen to provide a representative sampling from the different categories of paired graphics previously developed by the authors. The materials were re-designed for presentation without accompanying text (except for necessary labels). Participants were tested individually and instructed to imagine they were in a classroom situation using books with graphics. They were asked to study each of the items as they typically would in this situation and state what was most important to understanding the item's meaning. No time limit was set for participants’ responses and the average total time on task was 40 Mn. Eye movements (Tobii 120 hz) and verbal responses were recorded Two independent raters awarded responses for each item either 1 or 0 points for correct and incorrect answers respectively (intrarater agreement = 0.93). Coding criteria were based on the accuracy of each response regarding the type of relation content depicted and on the accompanying explanation given in the textbook. Three categories of Areas of Interest were used per item. (i) RAOI1 for location of relevant information in the left hand graphic, (ii) RAOI2 for location of relevant information in the right hand graphic, (iii) IRAOI for all locations containing irrelevant information. The size of IRAOI was always greater than the size of the two RAOIs.

**Results**

Verbal responses scores showed that more than 75% of the paired graphics were understood by participants ($M = 27.9$, SD = 4.7). Eye tracking results presented in Figure 2 give a comparison of the total fixation durations on relevant and irrelevant AOIs. An ANOVA for these data revealed a significant effect of AOI type, $F (2, 34) = 17.70$, $\eta_p^2 = .51$, $p < .0001$, with relevant AOIs receiving more attention than the irrelevant AOIs, $F (1, 17) = 96$, $\eta_p^2 = .80$, $p < .0001$. Participants spent more time on the first picture of the pair but this effect was not significant.

A very high number of transitions between the two relevant AOIs was also recorded. Correlation between time on task and comprehension score was negative, and not significant ($r(17) = -.31$),
showing that time did not really matter. In addition to the quantitative measures reported above, a finer-grained qualitative analysis with respect to individual items was performed by two independent judges. This analysis sought to identify possible features of the paired graphics that could influence how readily they were understood. The variables identified included: (i) typicality of the item - classes of paired graphics commonly found in educational materials or particular fields (e.g. realistic versus schematic) were more likely to be understood than less familiar classes (e.g. stages of a specific process); (ii) number of entities needing to be compared - comprehension was better when fewer comparisons were required; (iii) conspicuity of the relation (natural or cued) – when the aspects to be compared across the two pictures had a relatively high perceptual salience, understanding was more likely (iv) presence of relevant context – if the pictures included relevant contextual material restricting the range of possible inferences, comprehension was facilitated; (v) prior knowledge – familiar subject matter was better understood than unfamiliar content. However, for these adult participants, neither the complexity of the depicted content nor the number of relations that needed to be determined seemed to have much influence on comprehension performance.

Conclusion
Unsurprisingly, adult participants in this exploration understood most of the presented paired graphics. They also tended to direct their attention to the high relevance areas within those depictions. A range of variables was identified that appear to influence how readily paired graphics are comprehended. These probably reflect the experience that the participants have built up from repeated exposure to this widely used explanatory visualization format. However, it seems likely that the results for young children who have not yet had this exposure would be somewhat different because of their underdeveloped graphacy capacities. Given the increasing reliance on graphic forms of information in today’s society, this is an issue that should perhaps receive formal attention by educators. It may be that appropriate interventions could be devised to help the acquisition of graphacy skills, in much the same way that interventions have been used to target literacy and numeracy skills. Studies are currently in progress to determine how young children deal with this same set of materials. Results from the two sets of exploratory studies will be used as the basis for designing more targeted and structured experiments to investigate the nature of graphacy and how it develops. Regarding paired graphics, it would be helpful to analyse more deeply how learners processed the two graphics (using scan-paths). It would be also very interesting to examine in detail the reasons for the difference in learners processing of the left and right graphics.
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Abstract. Research articles can inform students about experts' ways of thinking and arguing, thus supporting their development of scientific literacy. However, research articles target an expert audience and students can be expected to experience comprehension difficulties when reading them. The instructional approach of adapting research articles to students' level of understanding is called "adapted primary literature" (APL). Analyses of the strategies students apply when reading research articles (original or APL) are currently missing. Therefore, we collected think-aloud data (n=17) and carried out an in-depth analysis of students' strategic processing. Results showed that students applied mostly surface-level and deep-level cognitive strategies but hardly any epistemic reasoning strategies and sourcing strategies. Students who read APL (n=8) used significantly higher proportions of epistemic reasoning strategies and deep-level cognitive strategies than students who were given the original research article (n=9). We conclude that when students read research articles support should focus on prompting epistemic reasoning strategies and sourcing strategies.

Keywords: Reading strategies, learning from science texts, adapted primary literature

Background and research questions

Research articles serve as primary means of communication among scientists and epitomize the processes of knowledge generation agreed upon by the scientific community (Swales, 1990). Newcomers entering the research arena need to acquire skills for processing and producing them. But even if they do not intend to pursue careers as researchers students could benefit from reading research articles as they can inform them about experts' ways of thinking and arguing (Yarden et al., 2001; Gillen, 2006). As research articles target an expert audience students can be assumed to experience multiple difficulties as they try to comprehend them. Indeed, students seem to struggle when reasoning about the epistemological status of sentences (van Lacuma et al., 2011). And many fail to draw pragmatic inferences (e.g., inferences on authorial intentions) when reading research articles (Haas & Flower, 1988). However, reports on students' reading of research articles contain mostly anecdotal evidence. Thorough analyses of the strategies students apply when reading and trying to comprehend research articles are missing (cf. Goldman & Bisanz, 2002).

There are currently no reports of research articles being used as instructional texts in high school science classrooms. Modified versions of research articles, so called "adapted primary literature" (APL), have been implemented in biology classrooms (e.g., Yarden et al., 2001). APL refers to research articles that retain their rhetorical structure and linguistic features but are modified so as to be comprehensible for high school students (Yarden et al., 2001). For example, specialized terms in the introductory section are replaced or explained whereas details in the method section are eliminated. APL seems a promising approach that could help ease newcomers' enculturation into science reading practices and facilitate the development of scientific literacy. Evidence of what students do while reading APL will allow researchers to capitalize on the benefits of this innovative instructional approach.

In our study, we carried out an in-depth analysis of students' on-line strategies for comprehending research articles, both original and modified. The modified research article was an instance of APL. We investigated the following research questions:

1. Which comprehension strategies do students apply when reading research articles for understanding?
2. How does students' strategic processing of APL differ from their processing of an original research article?

Building on studies of students' reading of popular scientific articles (e.g., Phillips & Norris, 1999) and instructional texts (e.g., DeeLucas & Larkin, 1986) as well as the small set of studies investigating students' reading of research articles (e.g., Haas & Flower, 1988), we expect students to show a high proportion of surface-level cognitive strategies aimed at the propositional content of the texts (re-reading, paraphrasing) and a small proportion of those strategies used by scientists to construct situation models (particularly, critical evaluation against epistemic criteria). We assume that students reading APL show a higher proportion of deep-level cognitive strategies than students reading an original research article. The picture should be reversed for
surface-level cognitive strategies and metacognitive strategies. We derive these assumptions from models of text comprehension and studies that investigated the interactions of textual cohesion and prior knowledge.

Method
As part of a larger study on learning from science texts, we had 17 high school juniors and seniors (aged $M=17.47$, $SD=.62$) think aloud while reading a research article. The article was published in *Animal cognition* and reports on an experiment investigating tool behaviour of crows. Nine students were given the original research article (2540 words), eight received a modified version (APL, 2517 words). First, the students provided information on their academic achievement. Then they were given instructions on how to think aloud. Then, they were given 35 minutes to study the text assigned to them. The experimenter prompted the students to think aloud if necessary. When they were finished reading, the students answered a questionnaire assessing their comprehension of key ideas and provided ratings of the text.

Before analyzing the think-aloud protocols, we excluded first-time verbatim reproductions of individual sentences or full sections of text because they indicate automatic rather than strategic text processing. We then segmented the think-aloud protocols into idea units. Every segment was assigned to one of the categories illustrated in Table 1.

| Table 1 | Table 2 |
| Taxonomy of comprehension strategies for analysis of think-aloud protocols | Students' use of strategies (relative frequencies) |
| Category | Description | M (SD) |
| Epistemic reasoning | Evaluating statements against epistemic criteria (e.g., "Well, sounds like the researchers are pretty sure of them [the findings] since they say in the last paragraph: Well, here we were able to show that crows undoubtedly [...]"), abstracting epistemological assumptions underlying text (e.g., "Well, I believe studies like this can always change.") | 2.12% (2.53) |
| Sourcing | Predicting author or publication, abstracting function of text, inferring authorial intention (e.g., "I would say a very optimistic portrayal of the – a bit of an advertisement for behavioural research.") | 0.16% (0.45) |
| Surface-level cognitive | Re-reading, paraphrasing | 24.7% (16.41) |
| Deep-level cognitive | Establishing connection between ideas in text, establishing connection to prior knowledge, forecasting, etc. | 25.15% (11.95) |
| Meta-cognitive | Monitoring comprehension, exploring comprehension failure, regulating reading in face of comprehension failure | 12.31% (8.97) |
| Impasse | Voicing breakdown in comprehension | 12.34% (10.2) |
| Interjection | Stand-alone utterance of obscure intent (e.g., "yup", "oh my", "well") | 18.82% (9.6) |

Results
On average, the students voiced 79.47 ($SD=37.52$) thoughts while reading the original research article or APL. The total number of thoughts did not differ significantly between the two conditions. A repeated-measures ANCOVA (with academic achievement in native-language reading and writing instruction as covariate) revealed significant differences in relative frequencies between the categories of comprehension strategies (Table 1), $F(9,0,6)=4.59$, $p<.001$, $\eta^2=.23$. Surface-level and deep-level cognitive strategies and interjections dominated students’ thoughts as they tried to comprehend the research article (Table 2). Very small proportions of the thoughts voiced by the students indicated epistemic reasoning strategies and sourcing strategies (Table 2).

We tested for differences in strategic processing between the two conditions using MANCOVA (with academic achievement in native-language reading and writing instruction as covariate). The analysis showed that the students who read APL employed epistemic reasoning strategies and deep-level cognitive strategies to a significantly higher extent than the students who were given the original research article (Figure 1), $F(14,2)=3.76$, $p<.05$, $\eta^2=.35$ and $F(14,2)=8.59$, $p<.005$, $\eta^2=.55$. 

47
Conclusions

The results of our study support our assumption that students focus on propositional content when reading and trying to comprehend research articles: The students allotted a substantial portion of their engagement with the texts to re-reading and paraphrasing. Higher-level engagement with the texts was largely restricted to strategies such as establishing connections and forecasting, with very little indication of students' using epistemic reasoning strategies and sourcing strategies. In addition, a substantial portion of the thoughts students' voiced while reading, particularly the interjections, did not appear strategic and directed at comprehension. In summary, our findings suggest that students draw on the strategies they display when reading and trying to comprehend popular scientific articles and instructional texts (e.g., DeeLucas & Larkin, 1986; Phillips & Norris, 1999). They might, therefore, miss opportunities for learning provided by research articles, that is, opportunities for learning about the inner workings of science – thought styles, discourse rules and the role of research articles in generating and establishing knowledge claims.

As we had hypothesized, APL facilitated higher-level engagement with the research article, probably by tying fewer resources for establishing local coherence than the original research article. However, despite showing significantly higher proportions of deep-level cognitive strategies than the students who read the original research article, the students who were given APL remained low-frequency users of epistemic reasoning strategies. Discrepant to our assumption, the proportion of metacognitive strategies was not higher with the original research article than with APL. Based on the high proportion of re-reading and paraphrasing we observed for the original research article, we assume that the students used these strategies to regulate their reading when they experienced breakdowns in comprehension. The execution of these strategies might be automatized, explaining the lower proportion of explicit metacognitive processing.

In conclusion, our findings indicate that when given a research article students do a lot of what they are trained to do in school in order to learn from science texts but little of what scientists do when reading scholarly scientific texts. APL seems to ease students' reading their way into science but prompting of epistemic reasoning strategies seems necessary and should be explored in future studies.
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Abstract. When learning with Multiple External Representations (MER), low prior knowledge learners are said to be limited in using these MER to achieve conceptual understanding. Yet little is known about what these limitations precisely entail. To understand this, we presented 101 low prior knowledge level learners with chemical MER to see a) how many, and what kind of ideas (propositions) learners remembered from these MER and b) how these propositions impact conceptual understanding of the content. ANOVA and regression analysis found that it is not the amount of propositions; more important to achieve conceptual understanding is whether those propositions are correct or not, and whether these are propositions that connect the MER to each other.
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Introduction
Research has claimed that integrating different kinds of information from diverse representational formats (Multiple External Representations (MER), i.e., text, symbols and images) into a coherent structure is necessary to fully understand the concepts and principles of a scientific domain (Berthold & Renkl, 2009). Models on learning with representations have suggested that the combination of descriptive representations (e.g., texts, symbols) and depictive representations (e.g., images) can be beneficial for learning (Carney & Levin, 2003; Schnotz & Bannert, 2003). According to the model of Schnotz on text-picture comprehension (Schnotz, 2005), this is because linguistic propositional representations can interact with non-linguistic mental models to form coherent schemata and achieve conceptual understanding (Seufert, 2003).

Previous research (e.g., Corradi, Elen & Clarebout, 2012) with low prior knowledge learners has found limitations when these external representations are scientific representations. Explanations focus on limited schema of low prior knowledge learners and limited attention towards other representations than the easiest accessible representations (e.g. a text; Schnotz & Bannert, 2003). Yet, having low prior knowledge with limited schemata on the subject or giving little attention towards a representation does not necessarily mean that the information is not processed. These explanations, in other words, remain at the superficial level and do not detail, for example in terms of the model of Schnotz, why precisely learners lack the ability to use MER to increase their understanding. Secondly, based on these explanations, we have little understanding on how to enhance the use of MER to increase deep understanding with low prior knowledge learners.

We know from previous studies on scientific (in our case – chemical) representations that learners filter and (mis)interpret information in a specific way (e.g., Treagust, Chittleborough & Mami1a, 2002). This study builds further on these studies by investigating the precise effects of scientific (M)ER on the creation of the internal representation, with low prior knowledge learners in the domain chemistry. MER in our study are texts (as clarifying representations), symbolic representations and...
submicroscopic representations. We want to see whether these MER give an advantage for processing and understanding the information compared to only text. We also want to understand how the internal representation influences deep conceptual understanding of the represented information. Our research questions are: 1) Is there an advantage of the combination of depictive and descriptive representations for both increase of understanding and the type and amount of information that is being filtered? and 2) how does the internal representation information influences gains in conceptual understanding? To understand how learners filter ideas from representations, we will use the notion of propositions, which we operationalize as segments of a representation involving a single idea (Recht & Leslie, 1988). To understand what the impact is of each representation(al combination) we predict that the group that receives texts with symbolic and submicroscopic representations will differ significantly concerning learning gains with the groups that receive only two representations (text+symbolic; text+submicroscopic) or only one (text-only) (hypothesis 1). Concerning the relationship between the propositions and the construction of the mental model we predict that amount of propositions will influence the amount of correct propositions (hypothesis 2); and we predict that learners will have more propositions or more correct propositions deduced from a single representation compared to learners who receive the information through MER (hypothesis 3). Finally we hypothesize that the amount of correctly remembered propositions influences the increase in conceptual understanding (hypothesis 4).

Methods

Participants and design. Participants were 101 first and second year college students in Socio-educational Care Work. The study is a pre-post randomized experiment. We focused on chemistry, and our MER were texts, with 1 or 2 additional representations, namely symbols and submicroscopic representations (see, Corradi, et al., 2012). Group 1 (n=23) was the text-only condition (control group). Group 2 (n=25) received texts and symbolic representations. Group 3 (n=26) received texts and submicroscopic representations. Group 4 (n=27) received texts with symbols and submicroscopic representations.

Materials, Instruments and Procedure. Pre and post-tests measured understanding of basic chemical concepts. Materials were a 1300-word text and, depending on the condition, learners received texts either alone or with one or two types of representations added, whereby each representation was printed on two pages. After studying the MER, learners received a short intermediate task, then the assignment to write down in short sentences (no drawings or symbols) what they remembered from the intervention, before they received the post-test.

All information written down in the assignment after the intermediate task, were recoded into propositions (defined as a single idea expressed through minimum a verb and a noun; Recht & Leslie, 1988), which can be counted (amount of propositions), analysed whether correct or wrong (correct propositions), what representation they originated from and whether it originated from one or more representations. This allowed us to identify the precise effect of single versus multiple external representations on learners with limited schemata of chemistry. Additionally, this allowed us to observe the relationship between mental model construction and conceptual understanding.

Results and Discussion

Groups did not differ on the pre-test results, F(3,97)= .269, p=.848, η²p=.008. Most learners increased their understanding of chemistry significantly, t(100)= 12.601, p<.001. However, there was no significant difference between the different groups, concerning the learning gains (difference between pre- and post-test), F(3,97)= 1.552, p=.206, η²p=.046 (hypothesis 1 rejected). There was a significant difference in the amount of propositions (hypothesis 2 confirmed), F(3,97)= 3.662, p=.016, η²p=.101.
TukeyHSD post hoc found that the group who received information through texts and submicroscopic representations scored significantly higher than groups who received all three representations (6.39, p=.016). There was also a marginal significant difference between text-only (group 1) and a marginal non-significant difference text with submicroscopic representations (group 3) (5.58, p=.060). We found a marginal difference for the correct propositions, \( F(3,97)= 2.633, p=.054, \eta^2_p= .075 \). However, seen in proportion (correct propositions divided by all propositions), no significant difference was found between the groups (hypothesis 3 rejected), \( F(3,97)= 1.618, p=.19, \eta^2_p= .048 \). We also found that this variable (correct propositions divided by all propositions) is the only predictor of increase in conceptual understanding (.30) with \( R^2=.09, F(1,100)= 7.44, p=.008 \) (hypothesis 4 confirmed). Next to this, learning gains of conceptual understanding correlated with the amount of overlapping propositions remembered, \( .547, p=.003 \), which means that it is not the amount of ideas remembered, but their specific nature (whether correct or not and whether overlapping or not) that provides indications of how well learners formed a coherent schemata of the information. In the light of the model of Schnotz and Bannert (e.g., 2003) we found an advantage of the combination of descriptive plus depictive compared to other groups concerning the amount of ideas remembered, this did not give an advantage for their understanding of chemistry. Forming schemata of abstract chemical concepts cannot be solely based on combining depictive and descriptive representations, but learners in the group who received a text combined with a submicroscopic representation do seem to have an advantage over the other groups as they remember significantly more. Learners in the group with three representations remembered the least amount of ideas, but the more overlapping propositions were remembered (overlapping between the three representations) the more they increased their understanding of chemical concepts. Our most important conclusion is that low prior knowledge learners are sensitive towards learning with multiple representations, and our results indicate that they do hold the potential to achieve conceptual understanding.
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Abstract. We present a method devised to automatically analyze pupils’ verbalizations during reading and to reveal some of the strategies they use. An experiment with 44 primary school pupils (3rd and 5th grade) reading a narrative text and verbalizing what they understood at predefined breaks showed, firstly, that machine results are correlated with experts’; secondly, that the recall of recent sentences is not uniform across verbalizations and subject to a grade effect; thirdly, that there is a grade effect in the recall of distal causal sentences.
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Introduction

The use of strategies during reading is widely recognized as a crucial determinant of reading comprehension. Second degree and high school pupils who are good comprehenders are mostly strategic readers (Graesser, 2007). These strategies can be elicited through self-explanations and have been categorized by McNamara (2004) as follows: comprehension monitoring, paraphrasing, elaboration, prediction, and bridging. One important skill these strategies exploit is to be able to establish semantic and causal relationships between the read sentences (Wolfe, Magliano, & Larsen, 2005).

Based on these findings, McNamara et al. (2007) developed iSTART, a cognitive tutor that automatically categorizes self-explanations, partly using Latent Semantic Analysis (Landauer & Dumais, 1997). Any thorough analysis of self-explanation reports is a very demanding and subjectivity-oriented activity, and the use of systems like iSTART to detect pupils’ reading strategies is more than challenging. Since a cognitive tutor guides the reader through pre-defined steps alternating between reading and verbalizations, we consider its use as a scenarization of the reading and comprehension process. This computer-based scenarization is made possible through the wide range of reading strategies and the feedback possibilities (Vitale & Romance, 2007). At least two kinds of reading scenarios are considered: pedagogical scenarios, whose aim is to orchestrate the reading activities, and assessment scenarios, targeted at supporting the way learners’ reading is assessed.

The aim of this paper is to focus on the second kind of scenarios and to present preliminary results for the basis of a cognitive reading tutor. We introduce and test a way to automatically analyse pupils’ self-explanations of what they have read, through an LSA-based analysis of word usage. Since paraphrases are one of the most frequently used strategies (McNamara, 2004), we focus our study on how two main kinds of sentences are paraphrased: focal (the latest sentence before a verbalization) and causal sentences (identified by a causal analysis of the text), because it is worth distinguishing the mere paraphrase of the latest read sentence and more elaborated paraphrases, involving a deeper comprehension of the read text. This paper investigates novel research paths. Firstly, it focuses on elementary school pupils, a category of students seldom investigated. Secondly, an LSA space is chosen that fits best the pupil’s knowledge by using a corpus composed by Denhière et al. (2007), comprising 3.2 million words and validated by a test involving association norms. Thirdly, we propose a dynamic view of the self-explanation process, in analysing the verbalizations at different break points throughout the story.

Our research questions are firstly to compare human expert categorization of paraphrases to the semantic similarity between text sentences and self-explanations, obtained by means of LSA.
Secondly, we expect a “recency effect”, stating that the information children self-explain most often pertains to very close sentences to the verbalization break. Thirdly, we will investigate the way pupils account for causal relations (either local or distal) in retelling causally-related text sentences.

Method
Participants
22 third and 22 fifth grade pupils from the same school and from a middle socio-economic background participated in our experiment.

Materials and Procedure
One narrative text was read and self-explained by the pupils: Matilda (453 words, 6 self-explanation breaks). The text was chosen to be within the reading level of participants, so that differences in verbalizations would indicate differences in reading strategies instead of comprehension difficulties. In order to perform a fine-grained analysis, the initial text was split in 45 segments (of about 1 sentence each). We performed a causal analysis so that both local (when the causal antecedent is close to the reference sentence) and distal antecedents (when the causal antecedent is somewhat farther, out of the reader’s working memory) of sentences were determined as in Millis et al. (2006). We finally performed a propositional analysis of the text, which allowed us to extract macro-propositions and to support the coding of what was remembered by the participants.

Participants individually read the text out loud and stopped at predetermined breaks to self-explain the text segment just read, the whole activity being recorded. The task was explained to pupils as follows: “During your reading you will stop at each icon to tell out loud what you have understood, just at this time”. Their verbalizations were then transcribed and each self-explanation was semantically compared with LSA—all the text sentences before the self-explanation breaks. Two of the co-authors analysed pupils’ verbalizations proposition by proposition and categorized them according to McNamara’s (2004) coding scheme. Disagreements were also discussed and resolved by consensus.

Results
First of all, we computed accuracy measures in order to compare human vs. LSA values of sentence relatedness and to check the validity of the computer-based measures. Pearson correlations between the number of paraphrases per verbalization ($V_n$) detected by the two raters and LSA similarities between each verbalization and the previous sentences were as follows: $V_1$: $r=.48$; $V_2$: $r=.58$; $V_3$: $r=.74$; $V_4$: $r=.29$; $V_5$: $r=.57$; $V_6$: $r=.61$, which shows that human judgments of paraphrases expressed by children on each paragraph are moderately to strongly related to LSA measures of similarities. We then investigated the extent to which each self-explanation was related to the last read sentence (focal). Figure 1a presents the cosine similarities, processed by LSA, between each verbalization and the focal sentence, by grade. We observe that the recency effect varies across verbalization plots, indicating that this effect is dependent of the content conveyed by the last sentences. Moreover, the focal sentence, in general, does not have a higher similarity with the related verbalization than the average of other previous sentences, except for $V_6$: $t(43)=7.5$, $p<.0005$. Two-way ANOVAs showed a significant difference between grades for $V_6$, $F(1, 42)=7.01$; $p<.05$ and a tendency for $V_2$, $F(1, 42)=3.22$, $p<.09$.

Although grade 3 pupils tended to recall the last sentence at these points more frequently, the semantic content of the last sentence seems to be the main determinant of focal recall.

The third hypothesis predicted that the semantic content of local and distal sentences, as determined by the causal analysis, is more often verbalized than the rest of the previous text and the focal sentence. Moreover, the local-centered causal sentences were expected to be better recalled than the distal-centered ones (see Figure 1b, depicting the LSA-based similarities between $V_n$ and their
related causal sentences). Results first showed that local and distal causal sentences are, in all cases but two (local vs. \( V_1 \) and \( V_3 \)), significantly more verbalized than the rest of the text. Moreover, the content of local causal sentences was significantly better recalled than focal sentences in \( V_1 \) and \( V_3 \) (resp. \( t(43)=3.11, p < .005 \); \( t(43)=9.45, p < .0005 \)). Unexpectedly, the content of distal causal sentences was better recalled than local causal sentences for \( V_1 \): \( t(43)=6.09, p < .0005 \); \( V_2 \): \( t(43)=8.49, p < .0005 \). Two-way ANOVAs showed significant differences between grades for \( V_1 \) (distal), \( F(1, 42)=4.43, p < .05 \) and a tendency for \( V_6 \) (distal), \( F(1, 42)=3.90, p < .06 \) and for \( V_3 \) (local), \( F(1, 42)=2.91; p < .1. \) Overall, participants’ strategies focused on causality, rather than recency.

**Discussion**

This study presented a first attempt to set up the foundations of a cognitive reading tutor aiming at analysing pupils verbalizations to get some traces of their strategies. Results showed that LSA-based analyses of verbalizations correlate moderately to high with those of human experts. Additionally, and as also shown by Trabasso and van den Broek (1985), participants tended to recall sentences they read according to causality-driven, rather than recency-driven strategies, which reveal to some extent their comprehension strategies. Eventually, there was a grade effect on the way distal and local causal sentences are recalled. Further research will aim to refine and to improve the validity of automated analyses, as well as to combine the verbalization-based with complexity-based ones, in order to calibrate a pupil’s reading performance.
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Abstract. In the present study we measured students’ eye movements to further investigate – as observed by Dewolf, Van Dooren, EV Cimen and Verschaffel (2011) – why representational illustrations do not help pupils to respond more realistically to problematic word problems (P-items), i.e., problems that require taking the realities of the context into account. By measuring eye movements we hoped to gain insight into how P-items are solved, and if attention is being paid at the illustrations. Thirty higher education students solved 16 word problems while their eye movements were measured. They were equally divided in three conditions; the problems together with representational illustrations (illustrations that represent the problematic situation), with decorative illustrations (illustrations that have no link with the problem) and without illustrations. We found that also higher education students neglect their everyday knowledge when solving P-items, and that they barely look at the illustrations next to the problems.
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Introduction
In previous research, it has repeatedly been shown that elementary school pupils tend to exclude realistic considerations when solving problematic word problems (P-items), i.e., problems that, in contrast to classical standard word problems (S-items), require taking the realities of the situation described in the problem into account (Verschaffel, De Corte, & Lasure, 1994; Verschaffel, Greer, & De Corte, 2000). An example of such a P-item is: “A man wants to have a rope long enough to stretch between two poles 12m apart, but he has only pieces of rope 1.5m long. How many of these pieces would he need to tie together to stretch between the poles?” (Verschaffel et al., 1994). During the past 15 years several researchers have tried various manipulations and interventions to better understand the origin of this tendency and to increase the number of realistic reactions (RRs) to P-items. Dewolf, Van Dooren, EV Cimen and Verschaffel (2012), for example, investigated whether the provision of illustrations that represent the problem situation and/or of a warning that alerts about the tricky nature of some of the problems, increased the number of RRs on P-items. Neither the illustration nor the warning, or even the combination of both manipulations, had a positive impact.

The present study further investigated why providing P-items with an illustration that aims at representing the problem situation and at evoking the solver’s real-world knowledge about that situation (a representational illustration according to the categorisation of Carney & Levin, 2002), does not result in more RRs to these P-items. Apart from collecting students’ responses to a set of P-items and S-items, we registered their reaction times (RTs), eye movements on the text and the
illustration, and confidence scores. By registering students’ eye movements, we hoped to gain more insight in how P-items are understood and solved, and what role the illustrations play. By means of these data we investigated the following three possible explanations for the absence of a positive effect of the representational illustrations, raised by Dewolf et al. (2012): 1) students do not look at the illustrations, 2) students do look at the illustrations but do not experience the problematic character of the P-items, or 3) students do look at the illustrations and build a realistic situational model but nevertheless prefer a non-realistic reaction (NR) due to their beliefs about solving word problems in the mathematics class.

Method
Thirty higher education students were individually confronted with eight P-items and eight parallel S-items from the study of Verschaffel et al. (1994). The students were equally divided in three conditions. In the Representational Illustration condition (RI-condition), students received the word problems together with representational illustrations, i.e., illustrations that represent the situation described in the word problem. In the No Illustration condition (NI-condition), the word problems were presented in their original form without illustrations. In the Decorative Illustration condition (DI-condition), students received the word problems together with decorative illustrations, i.e., illustrations that have no link with the content of the problem, but just decorate the page.

Students were seated in front of a computer that was attached to the Eyelink II, that measured their eye movements. The word problems, with or without an illustration (depending on the condition), appeared one by one on the computer screen, separated by a fixation point in the middle of the screen. Students had to respond to each problem by verbally stating their answer and possible additional comments, and then had to press a button to go to the next problem. The word problem was presented on the left side of the screen (text area), and the illustration – representational, decorative, or a blank space, depending on the condition – was presented on the right side of the screen (illustration area). After solving the problems, the eye movement device was turned off and the student received a paper-and-pencil questionnaire with the same 16 word problems, presented again with a representational or decorative illustration or without an illustration. In this questionnaire students were asked to indicate, for each item, to what extent they had hesitated about their answer (by responding: a) not at all, b) almost not, c) a little bit, and d) very much), and if so, why.

Results
First, we found that, just like elementary school pupils, higher education students tend to exclude real world knowledge when solving P-items. Only 27.9% of the reactions to the P-items were realistic. Like in the study of Dewolf et al. (2012), no effect of representational illustrations was found; the number of RRs in the RI-condition (31.3%) did not differ significantly from the number of RRs in the DI-condition (31.3%) or the NI-condition (21.3%) (X²(2,240)=4.38, p=.112). Second, there were no significant differences between conditions in RT (X²(2,480)=0.29, p=.865). There was however a significant difference between solving P-items and S-items; P-items were solved significantly slower than S-items (X²(1,480)=26.23, p<.001). There was no interaction between condition and item type (X²(2,480)=0.77, p=.680). So, P-items were processed differently than S-items, c.q. more deeply, irrespectively of the presence or nature of illustrations. Third, students’ eye movements on the text showed no significant effect of condition on the number of fixations (X²(2,19207)=0.99, p=.610). Concerning mean duration of the fixations, there was no effect of condition (X²(2,19207)=0.99, p=.610), item type (X²(1,19207)=2.80, p=.094), nor an interaction effect (X²(2,19207)=0.77, p=.681). Fourth, students’ eye movements on the illustration area revealed that
they barely looked at the illustrations. There were however significantly more fixations on the illustration area in the RI-condition (1.5% of all fixations), than in the DI-condition (0.4%), where the illustrations were not linked to the problem, or the NI-condition (0.0%), where the illustration area was blank ($X^2(1,13230)=34.48$, $p<.001$). To calculate how many illustrations in total were at least minimally processed (<50ms), the longest fixation on each illustration, for each item per student was identified. In the RI-condition 28.1% (17.5% P-items and 10.6% S-items) of the illustrations were processed, versus only 11.9% (7.5% P-items and 4.4% S-items) in the DI-condition. This difference between conditions was significant ($p=.027$), leading to the conclusion that more illustrations in the RI-condition were processed than in the DI-condition. We also looked at the relation between looking at the illustration and giving a RR. In both the RI-condition and DI-condition there was no significant relation. Fifth, students’ responses on the questionnaire showed that hesitations about the correctness of the answer occurred significantly more on P-items than on S-items, but the amount of hesitation did not differ significantly between the conditions. When looking at the P-items that were solved non-realistically, we see that students tend to hesitate more about the problematic nature of the P-items in the RI-condition than in the other two conditions.

**Conclusion and discussion**

The combined analysis of students’ responses, RTs, eye movements and confidence scores on a set of P-items and their parallel S-items, leads to the conclusion that representational illustrations of P-items do not help, above all, because students do not look at the illustrations. Two additional explanations are that students did look at them but without noticing the realistic modelling complexity, or that students’ beliefs about solving school word problems prevented them from giving a RR even though they did look at the illustration and did notice the realistic modelling complexity in the item.
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Abstract. We have studied the course-of-action of subjects who had to learn conventional relations in a new system of symbolic representations (Maya numbers). The subjects alternated between processing symbolic operations and intuitive operations with these representations, treating it sometimes rather as signs conventionally representing numbers, and sometimes rather as successions of drawings with visual features – they de-symbolize these representations.
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Introduction
Following Peirce, symbols are signs with an arbitrary structure and conventionally related to the content they represent. But any convention has to be learned, and one of the purposes of schooling is precisely to transmit the conventional relations between symbolic representations and objects or events for which they stand. So we can ask how students use external representations when they have to learn new symbols, i.e. to develop a use of new conventional relations between signs and objects.

Method
We have studied how subjects solve a problem in which they have to learn a new symbolic system: Maya numbers system. It was chosen because, despite its simplicity, subjects of different ages could not only apply previously learned routines, independently of their former mathematical knowledge.

Mayas leave before in Central America. They employ only three symbols in order to write numbers.

<p>| | | | |</p>
<table>
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<th></th>
<th></th>
<th></th>
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<td></td>
</tr>
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</table>

Here’s the Maya writing for numbers 1 to 25. Write in the Mayas’ way the continuation of numbers until 50. How do the Mayas write number 100? And 120? 137? 169? 200?

Figure 1. Mayas’ problem and the given numbers table

We used a method from cognitive ergonomics which allowed us to analyse the progress of subjects’ activity: the course-of-action method (Theureau, 2003). While working on the problem, subjects were asked to think aloud and were videotaped. Then we identified units of action relying on subjects’ words, writings and gestural behaviours; their succession drew the subjects’ course-of-actions. For this study, we distinguished two types of units:

- symbolic operations, when the subjects interpreted the signs (from the given table or those they wrote) relying on identified relations between elementary signs (e.g., a line) and numbers, or at least considered composed signs as graphic ensembles related to identified numbers;
- intuitive operations, when the subjects imagined or wrote signs (elementary or composed) without knowing the numbers they represented. We observed two types of these operations: a) the subjects increased one-by-one the quantity of some elementary signs; b) the subjects copied entirely or partly composed signs. In order to not overestimate these intuitive operations, we categorized so some units only if we had a proof that subjects, at this moment, didn’t relate signs (elementary or composed) with identified numbers.

In this paper, we present an analysis for two subjects: Jonathan, aged 15, and Mathilde, aged 9.
Results
Both Jonathan’s and Mathilde’s courses-of-action could be divided in three phases: 1) exploring Maya’s signs and numbers table; 2) writing numbers from 26 to 50; 3) writing separate numbers (100, 137, 169, 200). But if Jonathan achieved the given problem within 12 minutes, Mathilde produced only a partially right answer after 24 minutes. Differences in the intertwining of symbolic and intuitive operations in the different phases gave explanations for their different results.

Figure 2. Symbolic an intuitive operations in Jonathan’s course-of-action

During the exploring phase (0:00 to 3:31) and the beginning of the writing numbers phase (3:31 to 5:41), Jonathan processed only symbolic operations: first he tried to interpret the given text and Maya numbers table, and second he prefigured the writing of numbers 26 to 50. So he stabilized symbolic relations between Maya signs and numbers: “That is – that [points the dot and then the shell in the fifth compartment of the fourth line of the table]2 – it makes one time twenty” (4:34).

In the second part of the writing numbers phase (5:41 to 9:11), intuitive operations, independent to the symbolic role of the written signs, could be observed. : “One line -two dots [finishes Maya number 27]; line - one, two, three dots [finishes Maya number 28]; line - one, two, three, four dots [finishes Maya number 29]; line - two lines [finishes Maya number 30]3” (5:41).

These temporary intuitive processes allowed Jonathan to write quickly (1min 43sec) 19 of the 25 numbers from 26 to 50. Nevertheless, from time to time he shifted back to symbolic processes in order to check his writing, in particular to ensure to write in a right way the number 40. Finally he wrote separate numbers (100, 137, 169, and 200) by processing only symbolic operations.

Figure 3. Symbolic an intuitive operations in Mathilde’s course-of-action

Mathilde alternated symbolic and intuitive process during the entire first (exploring) and second (writing numbers 26 to 50) phases. For example, after she read the text of the problem, she tried to find a solution in an intuitive way (1:40). She then began to interpret Maya signs with symbolic relations (1:54). Step by step, she constructed right relations between Maya signs and numbers, and started to write Maya numbers after 25. But progressively she leaved this symbolic processing, and

---

2 Indications between square brackets are descriptions of the observed behaviours written by the researcher.

3 At this moment Jonathan didn’t know the numbers symbolized by the graphic ensembles he drew: 30sec later (6:11) he had to examine them one after the other in order to identify these numbers.
just copied composed signs from the Maya table and added a dot above everyone. So from 4:08 to 4:58, she wrote two composed signs without knowing the numbers they represent.

As Mathilde repeated this alternation between symbolic and intuitive processes six times, she didn’t stabilize symbolic relations between Maya signs and numbers, but changed her interpretation of some elementary signs when she shifted back from intuitive to symbolic processing: for her, a line represented sometimes five and sometimes ten, and a dot up, sometimes ten and sometimes twenty.

Discussion
In these case studies, the same external representations (Maya numerical signs) are alternatively treated in a symbolic way (relying on conventional relations between signs and numbers) and in an intuitive way (relying on visual perceptions of increasing quantities or similarities). It is not surprising that learners use intuitive perceptual cues: as Elby (2000) showed previously for representations in physics, direct and quick processing are allowed by visual attributes, and they may be maintained beyond the acquisition of the ability for a more symbolic processing. Yet our study shows other process than those relying on Elby’s “what-you-see-is-what-you-get” (WYSIWYG) general knowledge. During symbolic processing, both subjects identify visual features of the composed signs (increasing quantities and similarities) allowing them further to forget, for a time, the symbolic relations between the sign units (dots and lines) and the numbers. So we can say that both subjects de-symbolize representations. De-symbolization may be seen as a failure: as showed by Mathilde course-of-action, intuitive process may generate incoherence, and hinder the correct achievement of the task. But it may also be seen as functional: as showed by Jonathan course-of-action, intuitive process may allow a quick and easy drawing of a lot of correct signs, and foster the quick achievement of the task.

If, as Elby said, intuitive processes are compelling, we can ask if this is because of their functional role as much as compelling visual attributes of the representations.

The de-symbolization in learning Maya numbers could be considered as exceptional because these symbols are not purely arbitrary, but partially based on quantities of signs. Researches with other symbolic representations taught in schools are necessary in order to explore the extension of this phenomenon.
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Abstract. We tested the assumption that global spatial information is rapidly extracted from causal system pictures and can be used as a mental scaffold to support mental model construction and thus comprehension of text (scaffolding assumption). Students (N=84) learned about the structure and function of pulley systems from text or from text with previous presentation of a picture for 600ms, 2sec, or self-paced. Students’ eye movements on blank screen while listening to text and comprehension of the pulley system’s functioning were assessed. Results revealed that in conditions with initial picture inspection (for 600ms, 2sec, and self-paced) more eye movements in line with the picture’s global spatial orientation were made and comprehension was better than in the text-only condition. Results thus suggest that mental model construction from text was (positively) influenced by global spatial information extracted from brief initial picture inspection, thus supporting the scaffolding assumption.
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Theory

The process of mental model construction is assumed to underlie comprehension of text and pictures (Schnotz & Bannert, 2003). In studies on learning with text and pictures, learners are often required to construct mental models of causal systems, where extracting the system’s spatial structure precedes understanding its functions (Hegarty & Just, 1993). Whereas text is in general better suited to express abstract information (e.g., about functions), pictures are better suited to convey spatial information (e.g., spatial structure of the system; Larkin & Simon, 1987). To construct a mental model of the spatial structure of a causal system from text only, text has to be interpreted. This may yield erroneous inferences about the system’s spatial structure possibly leading to a mental model that inadequately reflects the contents of the text and thus is detrimental to comprehension of the system’s function (Schnotz & Bannert, 2003). In contrast, a causal system picture is analogous to the required structure of a mental model of the causal system, and thus adding a picture to text can facilitate mental model construction (Hegarty & Just, 1993).

Whereas text is usually processed in a sequential-incremental fashion, perception of pictures proceeds from global to local (Navon, 1979). That is, information on a global level (i.e., gist) is extracted from a first glance at the picture, but information on a local level (i.e., visual details) is not. Since the gist of a picture is assumed to represent the picture’s global spatial information (Oliva & Torralba, 2006), we assume that the global spatial information extracted from briefly inspecting a causal system picture may act as a mental scaffold, constraining interpretation of subsequent text about the system’s spatial structure (Scaife & Rogers, 1996). As a consequence, the process of constructing a mental model of the causal system’s spatial structure from text, and in turn comprehension, should be supported by a brief initial glance at the picture (i.e., scaffolding assumption). This was investigated in the following using a pulley system as to-be-learnt content.

Prior Study

We conducted a prior study to ascertain that spatial information on a global but not on a local level was extracted from a pulley system picture (see Figure 1). In this study, 85 students (62 female) had to draw a pulley system either without seeing a picture of it, after inspection of the pulley-system picture for 600ms or 2sec, or after self-paced picture inspection time. Results revealed that spatial information on a global level (i.e., orientation of the three pulleys from bottom-left to top-right; see Figure 1) was extracted to a high degree both when the picture was inspected for self-paced (M = 28.6sec) and when
the picture was presented for 600ms and 2sec only. Spatial information on a local level, in contrast, was only extracted when picture presentation was self-paced. Whether the global spatial information extracted from brief inspection of the pulley system (i.e., diagonal pulley orientation) is used to construct a mental model from subsequent text, was investigated in the present study.

**Design and Materials**

Students (N=84; 60 female) learned about pulley systems in one of four conditions (see Figure 1): (a) text only, (b) a picture presented for 600ms before text (600 before), (c) a picture for 2 seconds before text (2sec before), or (d) a picture for as long as they liked before text (self-paced before). The text first described the spatial structure of the pulley system, followed by an explanation of the function of pulley systems (i.e., what happens when the rope is pulled; cf. Hegarty & Just, 1993). The text contained information about the pulley system’s components and their relations; however, it *did not contain any information about the diagonal orientation* of the three pulleys of the system, namely that the upper pulley is located to the upper-right of the middle pulley, and the middle pulley to the upper-right of the lower pulley. Rather, the text described the upper pulley merely to be located *above* the middle pulley, and the middle pulley to be located *above* the lower pulley. Information about the diagonal orientation of the three pulleys thus could be extracted only from the picture. Text was presented auditory while students looked at a blank screen.

**Figure 1. Study Design**

**Measures and Procedure**

Students’ eye movements were recorded while they were listening to text and looking at a blank screen. According to literature on mental imagery, eye movements on blank screen reflect the spatial properties both of a concurrently described scene and of a previously seen visual scene (Johansson, Holsanova, & Holmqvist, 2006). Since in our study the text did not mention a diagonal pulley orientation, more eye movements in the diagonal direction of pulleys as depicted in the picture (i.e., bottom-left to top-right) would indicate that mentally imagining spatial information from text (i.e., constructing a mental model) was influenced by global spatial information extracted from the previously inspected picture. To be able to compare eye movements between experimental conditions, we computed the standardized relative frequency of saccades made in the correct (i.e., according to pulley orientation in picture) versus incorrect (i.e., opposite) diagonal direction.

After learning from text (and picture), students’ comprehension of the pulley system’s functioning was assessed with a verbal multiple-choice test and a labelling test. Results from both tests were merged into a single score. Multiple-choice items required students both to mentally animate the system’s spatial structure (e.g., “if the free end of the upper rope is let go, then the middle pulley turns clockwise”; *yes* was correct), and to reason based on the principle underlying pulley systems (e.g., “if
the weight was attached at the middle pulley, then the rope would have to be pulled with the same force than when the weight is attached to the lower pulley”; *no* was correct).

**Results**
Pictures were studied for $M = 21.5$ sec in the self-paced condition. Eye movements were analysed by including the direction of the standardized relative frequency of saccades (correct vs. incorrect) as a repeated-measures factor in a 2x4 mixed ANOVA with experimental condition (text only vs. 600 before vs. 2sec before vs. self-paced before) as between-subjects factor. Results revealed a main effect of direction, $F(1, 80) = 23.46, p < .001, \eta^2_p = .23$, and no main effect of experimental condition, $F < 1$. Importantly, results revealed a significant interaction, $F(3, 80) = 2.94, p = .04, \eta^2_p = .10$. Post hoc tests revealed that in the text-only condition, an equal number of saccades were performed in the correct as in the incorrect direction on the blank screen while listening to the text. In all three conditions with picture before text (for 600ms, 2sec, or self-paced), in contrast, more saccades were made in the correct than in the incorrect direction (all $p_s < .05$), suggesting that mental model construction from text was influenced by global spatial information extracted from previous picture inspection.

Comprehension was analysed by means of a one-way ANOVA with experimental condition (text only vs. 600 before vs. 2sec before vs. self-paced before) as between-subjects factor. The ANOVA revealed a significant main effect of condition, $F(3, 80) = 3.59, p = .02, \eta^2_p = .12$. As expected, post hoc tests revealed that comprehension was better in all three conditions with picture before text (for 600ms, 2sec, or self-paced) compared to the text-only condition (all $p_s < .05$).

**Conclusions and Implications**
Global spatial information from the picture was extracted from brief initial inspection (i.e., for 600ms and 2sec). It was integrated with text, supporting the process of mental model construction, and in turn, comprehension. Results are thus in line with the scaffolding assumption.

The present results therefore suggest that to better understand on a fine-grained level how pictures are (best) used in combination with text in a multimedia instruction, it may make sense to first have a closer look at how pictures are processed in isolation and which functions different levels of processing may play during learning.
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Abstract. Interpretation and construction of graphs are integral elements of learning science. Research indicates that acquiring these skills is quite a difficult task for learners. Thus, there is a demand for instructional support for students in developing the abilities to interpret and construct graphs. Research indicates that beliefs may be one determining factor in teachers’ instructional practices. This study investigates the relations between teachers’ pedagogical beliefs, instructional practices and student outcomes in the domain of graphing. To measure teachers’ beliefs about teaching and learning graphing, we constructed a questionnaire specifically for the present study. In a pilot study the scales of the teacher questionnaire showed satisfying discriminant validity and reliability. Teachers’ instructional behaviours and student outcomes will be assessed by means of student ratings.
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Theoretical Background and Purpose

Scientists rely on a variety of visualizations to construct and communicate their knowledge (Lemke, 1998). These representations are also present in the science classroom with great frequency (Gilbert, 2007; Roth, Bowen & McGinn, 1999). The interpretation of graphs, diagrams and so forth is therefore clearly an integral element of learning science. But as emphasized by Ainsworth (2011), becoming proficient in science also requires learners to construct their own visualizations. However, acquiring these skills is quite a difficult task for learners (Kozma & Russell, 2005; Schnozt & Bannert, 2003). Studies show that many students have difficulties in interpreting as well as constructing graphs and hold various misconceptions in the area of graphing that may hinder their comprehension (Mautone & Mayer, 2007; Mevarech & Kramarsky, 1997). Thus, there is a demand for instructional support for students in developing the abilities to interpret and construct graphs.

Factors that influence teachers’ decisions regarding instruction are complex and numerous. Research indicates that beliefs may be one determining factor in teachers’ practices (e.g. Mansour, 2009; Pajares, 1992). In the domain of text-picture-integration, Schroeder et al. (2011) showed that teachers’ beliefs affect students’ engagement to learn from texts with instructional pictures. Teachers’ beliefs that students should be taught clear strategies on how to learn from texts with instructional pictures were positively related to students’ self-reported engagement. In contrast, teachers’ beliefs that students should learn to interpret these materials independently were negatively related to students’ self-reported engagement. A mediator analysis revealed that the effects of teachers’ beliefs on students’ engagement were mediated by teachers’ instructional behaviours.

The study described in this synopsis examines German biology teachers’ beliefs and instructional practices involving graphs and their influence on student outcomes. It is guided by the idea that educational beliefs affect decisions about classroom practices, including the area of graphing. The following research questions were addressed:

1) What beliefs do German teachers hold about reading and constructing graphs in biology class?
2) How are these beliefs related to classroom practices and related student outcomes?

Methods
A questionnaire was developed in order to gather information from teachers about their educational beliefs in the domain of graphing. Items were modified from an existing questionnaire assessing teachers’ pedagogical beliefs in the domain of text-picture comprehension (Schroeder et al., 2011). We also added additional items based on teachers’ responses in a previous interview study which targeted general views on teaching and learning graphics in biology class. The following scales were employed: Importance of practice was concerned with the belief that the ability to read/construct graphs is important for learning biology. Independent learning referred to the belief that students should develop their own interpretations of graphs. Strategy use measured the belief that students should learn clear strategies for reading/constructing graphs. Critical views was concerned with the belief that students should acquire a critical attitude toward graphs. Emotional distance measured if teachers feel insecure when dealing with graph reading/constructing in biology class. Self-efficacy assessed the degree to which teachers express optimistic self-beliefs to support students in reading/constructing graphs in biology class.

Our questionnaire comprised 40 items to be rated on a 4-point Likert-type scale (ranging from 1=strongly disagree to 4=strongly agree). In a pilot study the questionnaire was administered in four teacher training courses. In total, 46 teachers (48% female, 52% male) aged 25 to 64 (M=41, SD=12.2) participated. All teachers taught biology and chemistry in different urban and rural secondary schools (academic track, Gymnasium) in Bavaria.

Findings
Table 1 provides reliabilities and intercorrelations of the teacher belief scales based on the pilot sample.

<table>
<thead>
<tr>
<th>Scale (number of items)</th>
<th>α</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading graphs:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Importance of practice (4)</td>
<td>.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Independent learning (4)</td>
<td>.65</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Strategy use (4)</td>
<td>.85</td>
<td>.53**</td>
<td>.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Emotional distance (4)</td>
<td>.75</td>
<td>-.16</td>
<td>.03</td>
<td>.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Self-efficacy (4)</td>
<td>.71</td>
<td>.11</td>
<td>-.10</td>
<td>.22</td>
<td>-.47**</td>
<td></td>
</tr>
<tr>
<td>6. Critical views (4)</td>
<td>.76</td>
<td>.29</td>
<td>.25</td>
<td>.34*</td>
<td>.10</td>
<td>.17</td>
</tr>
<tr>
<td>Constructing graphs:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Importance of practice (4)</td>
<td>.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Strategy use (4)</td>
<td>.87</td>
<td>.49**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Emotional distance (4)</td>
<td>.84</td>
<td>-.39*</td>
<td>-.29</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Self-efficacy (4)</td>
<td>.76</td>
<td>.36*</td>
<td>.48**</td>
<td>-.52**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Cronbach’s α coefficients are satisfactory and range from .65 to .87. The results of the correlation analysis suggest that there is a reasonable positive association between importance of practice and strategy use, suggesting that when teachers emphasize the importance of giving students explicit practice in reading and constructing graphs, they are also likely to emphasize that students should learn clear strategies for both, reading and constructing graphs. The correlation analysis also
reveals the theoretically expected association between self-efficacy and emotional distance. The degree to which teachers considered themselves competent in teaching students to read and construct graphs is negatively correlated with the feeling of insecureness when dealing with graph reading and constructing in biology class. However, most of the correlations between the scales are low to moderate, indicating that they measure independent constructs.

**Future Steps**

Teachers’ instructional behaviours and student outcomes will be assessed by means of student ratings. We are now focusing on designing and testing the student questionnaire.

We would like to present and discuss first findings of the study at EARLI SIG 2 2012.
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Abstract. Expository texts include signals, which guide processing if readers are able to recognize and interpret them correctly. Here we hypothesized that it is easier for readers to process signals presented in spoken modality than to do so with written signals. This is because spoken signals are more expressive and eloquent, which can help readers to recognize and interpret the signals. In an experiment 37 middle-school students read texts with either written or spoken signals and generated a summary. They benefited more from signals presented orally than from signals presented in written modality, as summaries were more complete and organized in the spoken signals condition. To the extent written signals require readers especially abilities to recognize and interpret them, this means that reading comprehension may be more than decoding plus listening comprehension.
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Signals and structural knowledge
Expository texts usually include both information and signals, which are writing devices used by authors to emphasize important information (e.g., “Let me stress that”) and text organization (e.g., “Secondly”; Lorch, 1989). Signals can guide readers' processing, thus enhancing retention and comprehension (Lorch, 1989). However, readers have to recognize and interpret signals if they are to benefit from them. The ability to do so has been called structural knowledge (Goldman & Rakestraw, 2000). The more structural knowledge readers have, the more they take advantage of signals, thus comprehending the text better (Sánchez & García, 2008). In the study reported here we hypothesized that signals presented in spoken modality may be easier to recognize and interpret for readers with low structural knowledge, relative to written signals. This is due to the specific features of spoken signals.

Pilot study
In order to identify specific features of written and spoken signals we conducted a pilot study. We collected written and spoken discourse that used the same genre (expository), covered the same topics (e.g., Mediterranean Sea), and addressed the same audience (middle-school students). Then, we coded content as either information or signals (i.e., all devices that could be deleted from discourse without affecting information; Lorch, 1989). We focused on a specific kind of signals: enumeration devices.

We found two main differences between written and spoken devices. They differ on expressiveness. Spoken ones are expressive, since they are marked by prosody (e.g., “The S-E-C-O-N-D R-E-A-S-O-N is”) whereas written ones are flat (e.g., “The second reason is”). Moreover, devices differ on their eloquence. Spoken ones are eloquent, i.e., they provide hints to readers about how to interpret them (e.g., “Now we will consider a second idea, which is different from that explained before but which is also very important”); conversely, written ones are concise (e.g., “Secondly”).
Experiment
We hypothesized that expressiveness and eloquence of the spoken modality would help readers with low structural knowledge to recognize and interpret the signals in a text. Low-structural-knowledge readers receiving spoken signals should comprehend the text better than those receiving written ones.

Participants and design
Eighteen middle-school students (10-12 years old) served in the written signals condition and 19 served in the spoken signals condition. We chose participants of this particular grade because we expected them to have low structural knowledge (this was confirmed; see below).

Procedure and materials
First participants solved a structural knowledge test (Sánchez & García, 2008). It consisted of 12 incomplete microtexts about an imaginary country (Paita), for which participants had to find a completion by correctly interpreting the signal in the text (scores 0-12). Cronbach’s alpha was .81. Example: “Paita is a very rich country. This is due, firstly, to the amount of oil and other minerals it has.” A good completion was one including “secondly”, “moreover”, or a similar enumeration device.

Afterwards, participants took one task of a standardized reading comprehension test. They read two short, descriptive texts (Papuan people, the Inuit) and solved 10 open-ended questions afterwards (scores 0-10). These texts do not include signals, thus they require no structural knowledge to readers.

Then, participants read a text on the Mediterranean Sea, explaining the three causes of its death. It consisted of 300 words and was presented in written modality on a computer screen. The text also included enumeration signals that proved effective in promoting comprehension in a prior study (Sánchez & García, 2008). In the spoken signals condition these signals were presented orally and were audio-recorded by a trained speaker. They were designed to be expressive and eloquent (e.g., “After considering ONE REASON, we are going to talk about the S-E-C-O-N-D one, which is also very important. This reason is... ”). In the written signals condition the signals were presented as on-screen text. These signals were flat and concise (“The second reason is... ”).

Therefore, participants in the spoken condition read the information parts of the text and listened to audio recordings containing the signals whereas participants in the written condition read both the information parts and signals. In order to avoid a possible “surprise effect” in the spoken condition, we used two warming-up texts. They both were short (80 words), descriptive texts (Ratel, the Vikings) involving six sentences. In each text, half the sentences were presented in spoken modality and the rest in written modality. After reading the text, participants solved one question (one was about contents in a spoken sentence, another one was about those in a written sentence). By reading these texts and answering the questions, we expected participants to get familiar with the mixed spoken-written format and, other things being equal, to perceive spoken and written contents as equally important. Accordingly, possible differences in the results could not be attributed to a mere “surprise effect”.

Finally, participants wrote a summary of the text. Quality of summaries depended on the number of central ideas they included and whether they were structured (scores 0-4). Interrater agreement was .90

Results
As shown in Table 1, participants had low levels of structural knowledge and normal reading comprehension (90th percentile). As indicated by two independent samples t-tests, there were no differences between conditions in these variables (p’s > .50). An ANCOVA with condition as the between-subjects factor, summary as the dependent variable, and reading comprehension as the covariate revealed a significant effect of condition, with participants in the spoken condition performing better than those in the written condition, $F(1, 34) = 5.47, MSE = 0.88, p = .03$. 
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Table 1: Performances of all conditions in all variables.

<table>
<thead>
<tr>
<th></th>
<th>Written signals condition</th>
<th>Spoken signals condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Structural knowledge</td>
<td>5.78</td>
<td>2.32</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>5.94</td>
<td>3.19</td>
</tr>
<tr>
<td>Summary</td>
<td>1.28</td>
<td>0.67</td>
</tr>
</tbody>
</table>

**Discussion**

To benefit from signals, readers have to recognize and interpret them. Signals in spoken modality are expressive and eloquent, which may help readers to perform the processes of recognition and interpretation. Here we confirmed this hypothesis: readers with low structural knowledge generated more complete and organized summaries from texts that included spoken signals, relative to a written signals condition. Future research could explore the specific role of expressiveness and eloquence.

One might argue that the spoken advantage is due to the fact that participants in this study had not mastered the process of decoding. Given so, participants found it more difficult to process written words than spoken words, regardless of the role of the words (i.e., informing or signalling). However, this possibility does not seem plausible, as participants exhibited reading comprehension scores within normal ranges, as measures by a standardized test (that included texts without signals, which then demand no structural knowledge on the part of readers). Poor decoding would have affected this score.

Furthermore, results do not derive from a “surprise effect” due to the switch from one modality to another in the spoken signals condition. In order to avoid this potential effect, we conducted a warming-up phase in which participants of both condition got used to such mixed format.

If written signals are more difficult to process than spoken signals, it means that reading comprehension of signalled prose requires readers to have specific knowledge beyond decoding, as compared with listening comprehension. This interpretation can be viewed as a revision of the Simple View of Reading, which establishes that reading comprehension equals decoding plus listening comprehension (Gough & Tunmer, 1986).
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Abstract. We present an on-line assessment method named the Triple Task which allows us to estimate the global reading strategies used by students in a normal reading task at schools when reading and summarizing a text. This technique provides both an estimation of the cognitive costs of different actions and processes through the reading task, and an estimation of the relationship between readers’ global strategies and the performance scores of reading comprehension. First, we describe the general design of the Triple Task and its adaptation for the reading research field. We discuss its application and the possibilities it offers for doing research in the reading field as well as the potential limitations of the technique. Second, we assessed the possible reactivity of the triple task on reading comprehension in different age groups. Findings supported the conclusion that the triple task is a non-reactive method of assessment in reading.
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Design of the Triple-Task Technique on Reading Research

The triple task technique arose from the cognitive research in the writing research field as a variation of the Secondary Task technique. Although it has been widely used to study a considerable number of issues in relation to the writing research field (Olive, 2009; Olive, Kellogg, & Piolat, 2002), it has not been used frequently to investigate text reading strategies. Generally, it has only been used in studies focused on reading but in the context of sub-processes of revision process of writing.

As its name indicates, it includes three different tasks that the subjects have to perform. The primary task is the focus of research interest. We decided to use as primary task, a very common and usual reading task for learning in educational contexts, such as, reading to summarize and comprehend an expository text. Students had to read and summarize an expository text in a paper and pencil task. We used two expository texts that belong to a standardized comprehension test in Spain (Vidal-Abarca, Gilabert, Martínez, & Sellés, 2007). Such expository texts were appropriate for students’ ages, knowledge and interests and they were counterbalanced across the grades and students’ genre.

The second and third tasks were administered by specific computer software that was designed specifically for the purposes of this reading comprehension research. Students in the second task had to detect an auditory signal and respond to it by saying aloud as soon as possible “ta”. To do so, they used individual headphones and microphones. The assumption of this second task is that the time span taken to detect the signal and give the specific response is an indicator of the cognitive load that
the student experienced during the activity or process that they were implementing when the signal sounded. Before this task, students were trained and we measured the baseline of students’ reaction times.

The third task consisted of a direct retrospection about what students were doing when they detected the auditory signal, using a set of specific categories of retrospection. The design of the different categories of retrospection in the reading task took into account a suitable number of categories that were easily differentiated by younger students so as to ensure reliable categorizations by students. In addition, these categories allowed us both to record interesting data about the global reading strategy used by students to move through the text and summarize it, and to estimate the cognitive cost or load of processing involved in reading different pieces of text. Taking into account these assumptions we designed six categories of retrospection: reading the text, thinking about the text or the summary, taking notes in the text, writing a summary, reading the summary and others. Besides, the reading text category includes different retrospections according to the piece of text that students were reading in each moment.

In general, the design of the triple task technique on this reading research context will provide interesting data for doing research on reading. The analysis of the global distribution or sequence of activities through the reading task provides a description of the global comprehension strategies of students in a common reading task in schools. This allows us to investigate how different samples of students (i.e. skilled and less skilled, students with and without reading disabilities or students of different ages) differ in (i) their global reading strategies; (ii) self-regulation of actions; and (iii) interactions with the text and task through the reading process. Besides, students’ performance in summaries task and in the reading comprehension test will make possible to examine if some students’ global reading strategies are associated with different performance scores. At the same time, changes in reaction time measures indicate the level of students’ involvement in the activities and processes of the main task. Furthermore, the degree of effort or cognitive load associated with the reading activity of each segment of text suggests the cognitive cost of readers’ processing concerning each particular segment of text. On the other hand, some potential problems of the triple task technique have been suggested in relation to its reactivity. The main criticism about the triple task technique is if it disrupts the main task of interest. Several previous researches in the writing field have concluded that the triple task technique is not reactive (see Olive et al., 2002), however, from our own knowledge there are not empirical data about the possible reactivity of the triple task in the field of reading research; purpose of the present study.

**Method**

**Participants**

439 Spanish students distributed in 5th (87 students) and 6th (96 students) grades of Primary Education and 1st (124 students) and 2nd (132 students) grade of Secondary Education formed the triple task group. 109 Spanish students of the same grades (32 students of 5th grade; 32 students of 6th grade, 21 students of 1st grade and 24 students of 2nd grade) were the control group, that is, they implemented the reading and summarizing task in isolation without the triple task technique.

**Measures**

*Reading Comprehension Achievement.* We measured the performance of both groups in reading comprehension previously through a Spanish standardized test of reading comprehension that includes literal and inferential comprehension questions and cloze test. These measures of reading achievement were used as covariates.
**Reading Comprehension Test and Summary.** After the triple task assessment, students had to implement a reading comprehension test on computer in relation to the summarized text to get a measurement about students’ performance in reading comprehension. This test included 10 multiple-choice questions of each text that were designed based on Kintsch’s comprehension model (Vidal-Abarca et al., 2007). The questions were divided into four types: text-based, bridging inferences, global inferences and elaborative inferences.

As for the summaries, we scored students’ text summaries to get an estimation of how well they had constructed a right text-based representation, scoring the number of type of ideas of text included in summaries according to a previous analysis of the texts by different experts.

**Results and Conclusions**

We made MANOVA statistical analyses taking triple task condition as independent variable, previous reading achievement as covariates, and summary scores and a global score of reading comprehension text as dependent variables. Results showed there were not statistically significant differences in comprehension and summaries scores between students of the triple task and control groups ($F(5, 541) <1$), and also there was no evidence of an effect of the interaction between covariates and triple task condition.

<table>
<thead>
<tr>
<th>Summary scores</th>
<th>Triple Task Condition</th>
<th>Control Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ideas of level 1</td>
<td>14.53 (5.58)</td>
<td>13.65 (5.67)</td>
</tr>
<tr>
<td>Number of ideas of level 2</td>
<td>7.19 (3.47)</td>
<td>6.64 (3.44)</td>
</tr>
<tr>
<td>Number of ideas of level 3</td>
<td>4.94 (2.70)</td>
<td>4.28 (2.38)</td>
</tr>
<tr>
<td>Number of ideas of level 4</td>
<td>1.28 (1.29)</td>
<td>1.00 (1.18)</td>
</tr>
<tr>
<td>Total score of reading comprehension test</td>
<td>6.12 (2.23)</td>
<td>6.09 (2.22)</td>
</tr>
</tbody>
</table>

Findings supported that the triple task is a non-reactive method of assessment in reading, at least in these groups of age, which will allow us to study the reading comprehension process of students from different points of view.

Note. This research was possible with funds from Science and Innovation Ministry of Spain through research project (Reference: EDU2010-18219), that was awarded to Dra. Fidalgo.
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Abstract. In this study, we examined the impact of task instruction and surface feature overlap between texts. All participants read two related cross-domain texts, one from psychology the other from statistics. Texts were manipulated to have either explicit overlap or implied overlap of surface features. Participants were also given task instructions prior to reading the texts that either prompted them to read to integrate or read to comprehend. Outcome measures included a task verification measure of participants’ recall of the instructions, a single-text comprehension test, and an integration inference verification test. Neither of the condition manipulations affected the comprehension of individual texts. Despite participants’ ability to correctly verify knowledge of the assigned task, instruction type delivered did not affect integration. Participants reading the pair of texts with explicit overlap scored higher on the integration measure than those reading the texts with only implied overlap.
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Introduction

Learners of all ages are increasingly presented with multiple text sources. An often unspoken expectation is that readers will integrate and connect between these texts. While research on learners’ integration of multiple sources is still developing, existing research suggests that for many readers, integration between texts is not spontaneous (Wineburg, 1991; Wolfe & Goldman, 2005).

Theoretical and empirical research on single-text reading comprehension underlies the research on multiple texts. Kintsch’s (1988) CI Theory provides a strong framework of single-text comprehension and is used as a foundation for multiple-text comprehension. The newest revision to the documents model, MD-TRACE, (Rouet & Britt, 2011) emphasizes the importance of task instructions and information resources (i.e., the texts) on integration and provides the framework for this study.

Past research by the authors (Firetto & Van Meter, 2008) tested the influence of two factors—task instruction and text overlap—on single-text comprehension, problem solving, and integration. A priori task instruction, either to comprehend or to integrate, had no effect on problem solving or integration. When participants read a pair of texts manipulated to provide explicit overlap of surface features, compared to a pair of texts that had only implied overlap, greater problem solving and integration was evidenced. Single-text comprehension did not differ regardless of task instructions or text overlap.

The study presented here enhanced task instructions and added a measure to verify participants had knowledge of the task (i.e., read the instructions). Finally, we tested whether the findings would hold when using an alternate measure of integration (i.e., inference verification).

Method

Design and Participants

All participants read two related texts, one from psychology and one from statistics, with reading order counterbalanced across participants. Participants were randomly assigned to conditions in a 2 (task instruction) x 2 (text overlap) factorial design. Participants were 115 undergraduate students (85 female; 111 between 18-25 years old) at a large university in Northeastern United States.

Materials

Task Instructions. Participants were instructed to either comprehend or integrate the texts. Participants in the comprehend condition were told to “read and understand the texts”. In the integrate condition,
participants were to “think about how each text relates to the other” as well as to “understand how information from both can be combined” and that doing so could lead to greater understanding.

**Text Materials.** Participants read a pair of texts, one explained the concept of correlation (statistics text; 2,300 words; Flesch reading ease, 37) and one described the relationship between mental illness and intelligence (psychology text; 1,600 words; Flesch reading ease, 27) with either implied overlap or explicit overlap. The implied overlap condition had no explicit connection between the texts; connections were only inferred. The explicit overlap condition had manipulations to the words, examples, and a visual representation to provide overlap between texts. The implied overlap psychology text used the words “link” and “connection” to refer to the association between mental illness and intelligence; the explicit overlap psychology text replaced those words with “correlation” and “relationship” (exact words used in the statistics text). Statistics text examples in the implied overlap text were non-human (e.g., temperature); the examples in the explicit overlap text were human (e.g., reading ability). All representations in the implied overlap psychology text were pictorial; the explicit overlap version replaced one with a scatterplot (representation used in the statistics text).

**Task Instruction Verification.** Participants were asked to restate the task instructions after delivery and before presentation of the texts. Each response, irrespective of condition, was coded as either comprehension based (i.e., “read” or “understand”) or integration based (i.e., “relate” or “combine”).

**Intratext Posttest and Intertext Posttest.** The intratext posttest contained 20 multiple-choice single-text comprehension questions; distributed equally between each text. The intertext posttest contained 15 statements that could either be reasonably inferred from integration of the texts or not. Each of these statements contained content from both texts, and the item order was randomized (c.f., Royer, 1990).

**Procedures**

All materials were completed electronically in a computer lab. After consent, participants were randomly assigned to one of four conditions. All participants (1) completed the demographic questionnaire, (2) read assigned task instructions, either to integrate or comprehend, (3) responded to the task instruction verification item, (4) read both texts, with either implied or explicit overlap, (5) responded to the intratext posttest items, and finally, (6) responded to the intertext posttest items.

**Results**

**Effect of Task Instruction**

A Chi-Square test of independence tested the relationship between the instructions delivered to the participants and the participants’ ability to recall these instructions later (Table 1). Yates’ correction was calculated to account for the binomial distribution. The association between condition and participants’ responses to the instruction verification task was significant, $\chi^2(1, N = 113) = 93.77, p < .05$. To measure strength, the phi coefficient ($\phi$) was used as a measure of effect size, $\phi = .93$. As Table 1 shows, there is evidence that participants did read and recall condition instructions.

**Intratext and Intertext Comprehension**

The reliability for the 20-item intratext comprehension test was .570. A 2 (task instruction) x 2 (text overlap) ANOVA found no main effect for either text overlap, $F(1, 109) = .004, p > .05, \eta^2 = .000$, or task instruction, $F(1, 109) = .294, p > .05, \eta^2 = .003$; nor was the interaction significant, $F(1, 109) = 537, p > .05, \eta^2 = .005$. These means are located in Table 2.

The reliability for the 15-item intertext comprehension test was .268. Table 2 contains condition means for this variable. We predicted main effects for task instruction to integrate, explicit text
overlap, as well as an interaction between the two forms of integration support. This prediction was tested in a 2x2 ANOVA with task instruction and text overlap as independent variables. The main effect for text overlap was significant, \( F(1, 109) = 4.382, p < .05, \eta^2 = .039 \), but there was no main effect of task instruction, \( F(1, 109) = .453, p > .05, \eta^2 = .004 \). The interaction was nonsignificant, \( F(1, 109) = .383, p > .05, \eta^2 = .004 \).

Table 1: Number of participants’ comprehension vs. integration coded response on the task instruction verification item by instruction delivered.

<table>
<thead>
<tr>
<th>Instruction to Comprehend</th>
<th>Comprehension Coded Response</th>
<th>Integration Coded Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction to Integrate</td>
<td>3</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 2: Means and standard deviations of posttest measures according to condition.

<table>
<thead>
<tr>
<th>Instruction to Comprehend</th>
<th>Instruction to Integrate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Implied Overlap</td>
</tr>
<tr>
<td>Intraprotect</td>
<td>13.93 (2.97)</td>
</tr>
<tr>
<td>Intertext</td>
<td>10.35 (1.92)</td>
</tr>
</tbody>
</table>

Conclusions and Limitations

Results from the intratext comprehension measure suggested that the neither of the condition manipulations, intended to influence integration of the texts, affected comprehension of individual texts. However, individuals reading a pair of texts with explicit overlap scored higher on a measure of intertext comprehension than did those reading the texts that lacked explicit overlap. Additionally, the type of instruction delivered did not affect performance on this intertext comprehension measure, even though participants were able to successfully verify that they had knowledge of their assigned task. These results replicate findings from our previous study (Firetto and Van Meter, 2008).

A major limitation of this study is the low reliability of the intertext comprehension measure. As a result of this low reliability, the impact of the task instructions condition may have been masked; however, the potency of the text overlap condition still results in significant differences despite increased error from low reliability. Practical significance is also evident as these results replicate findings from our previous study (Firetto & Van Meter, 2008) using a different measure of integration.
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Abstract. In order to talk about how meaning can be construed from scientific representations we draw on the phenomenological term appresentation. Appresentation refers to those parts of an object that are not readily presented, but experienced as co-present with the presented object. We review a number of scientific representations that students have had reported difficulty with using in certain prescribed situations. Our analysis indicates that representations that are conventionally used in many scientific situations often do not lead students to appresenting the critical aspects of scientific phenomena. Critical aspects of scientific phenomena can range from being present and foregrounded (salient), through present but in the background, to not present at all in the representation at hand. Our discussion suggests that pedagogical implications of these conclusions include the need for teachers to be aware of that their taken-for-granted interpretation of common representations may not be the same as students’ interpretations, especially in unfamiliar or less common situations.
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Introduction

Scientific communication is often not as transparent as many instructors may expect. For example, Sheila Tobias (1986) invited non-science professors to attend carefully prepared university level physics lectures given by teachers recently awarded prizes for their teaching. One of the attending professors who was interviewed, afterwards said: ‘It seemed to me during these lectures that I lacked any framework of prior knowledge, experience or intuition that could have helped me order the information I was receiving. I had no way of telling what was important and what was not.’

Science students experience similar challenges in their classes. For example, Airey and Linder (2009, p. 37) quote a student who, having been exposed to a presumably well-known representation depicting a transformer together with written text on the whiteboard, in a stimulated recall interview commented, ‘…. I don’t know what this is. I didn’t know what he [the teacher] was writing…’ And: ‘it’s, quite often like that in the lectures – that he’s drawing something on the whiteboard and he assumes that we know this from before.’

In both examples above, the interviewees appeared to expect that what the instructor said and did would make them aware of something they would recognize from before and be able to refer to. In the former example some kind of knowledge structure, and in the latter some details of the laboratory equipment represented in a drawing. Marton & Booth (1997, p. 99) point out a ‘highly critical aspect of awareness’, which can be useful in order to talk about the experiences of the students in the examples above, namely ‘appresentation’ (cf. Husserl, 1931, 1973; and Schutz, 1962).

Appresentation.

Appresentation is that, which lies behind the visually experienced and is simultaneously ‘co-present’ in the experiencing of a presented object. For example, ‘the strictly seen front of a physical thing always and necessarily appresents a rear aspect and prescribes for it a more or less determinate content’ (Husserl, 1931, 1973, p. 109); The ‘appresented is co-being along with what exists’ (Husserl, 1989, p.
Schutz (1962) calls this relationship ‘appresentational pairing’, where an appresenting member (e.g. the ‘front’) of a pair represents an appresented member (e.g. the ‘rear aspect’).

Following Airey and Linder (2009), we draw on this idea of appresentation to explore that which is often taken for granted in the intended meaning of representations when being used in educational situations. We present an analysis of examples of representations that are often used in physics. Some of the analysed representations, and the situations they represent, have previously been shown by research to be problematic for many students.

**Research questions.**

Our research interest as presented above led us to formulate the following research question to guide our analysis: Does a particular representation present all the critical aspects that a learner needs to be aware of in order to explain the represented physical phenomenon, make predictions of the represented physical situations, or solve related physics problems?

**Method**

The analysed representations were chosen on the basis of students appearing to have problems with working effectively with them. Some of these representations have previously been analysed by others (see references in the analysis section). In these cases we have interpreted the existing analyses through our theoretical lens in order to describe how the notion of appresentation can provide a useful and fruitful way to discuss the learning challenges that they present to the students. In one case, the analysis was made from our own video data. The analysis was accomplished by applying our knowledge as physics teachers in conjunction with using a multimodal discourse (Kress & van Leeuwen, 2001) lens to look for features of the presented representations that may potentially be paired with critical aspects of the phenomena – or for the problems – at hand. A similar analysis, using Lemke’s (1990) thematic patterns, was recently made, where such potential of representations was called ‘disciplinary affordances’ (Fredlund, Airey, & Linder, 2012, p. 658), these were defined as ‘the inherent potential of that representation to provide access to disciplinary knowledge’.

**Analysis**

Examples of situations where representations were analysed include:

1) Getting a bulb to shine using a battery, a bulb and only one wire (McDermott & Shaffer, 1992; Redish, 2003; Shaffer & McDermott, 1992). Here the interior construction of a bulb has to be apppresented; appresenting the bulb as a unit without its parts is not sufficient for constituting an appropriate understanding.

2) Seeing the refraction of light in terms of a changing the speed of light across two different optical media. The speed of light can potentially be perceived as proportional to the distance between wave fronts in a wave front diagram, yet there is nothing directly representing speed in a ray diagram (Fredlund, et al., 2012).

3) Appreciating that the normal force is not always as big as, and in opposite direction to, the force of gravity requires appresenting the earth, and the forces acting on the earth.

4) Being able to build advanced electric circuits in the laboratory means having to apppresent those parts that by convention are not represented in circuit diagrams, but often taken for granted (Stetzer, 2011).

---

4In many ways, Kress’s (2010, p. 70) analysis of the basis of representation is similar: a ‘relation of analogy’ (this is like that) which in turn leads to ‘a metaphor’ (this is that) exists between the signifier and the signified.
Discussion
At a number of places in our analysis there are opportunities for appresentational pairing between features of a representation and the critical aspects of the physical phenomena at hand. Following Fredlund, Airey and Linder (2012) we suggest that these opportunities constitute the disciplinary affordances of the representation. At other places in our analysis, such a pairing between representational features and critical aspects of the phenomenon was either absent, or hardly noticeable. The critical aspects needed must then be inferred and appresented from the represented situation, thus potentially represented separately, juxtaposed with, or inserted into already existing representations, or represented in another format or semiotic system, which may in turn provide the needed ‘disciplinary affordances.’ Conversely, the appresented aspects need also be taken to be critical.

Conclusions
Our results suggest that a directly visual or passive interpretation of representations is often not sufficient for making appropriate inferences in the different cases mentioned in our research question. Rather, students often require access to information either not presented or not foregrounded in the representations. This is information that students need to appresent on the basis of previous experience of situations that are similar to the situation at hand. Pedagogical implications of these conclusions include the need for instructors to be aware of the risk that their taken-for-granted interpretation of common representations may not be the same as their students’ interpretations of the same representation—especially in unfamiliar or less common situations. Furthermore, the kind of analysis presented herein may provide instructors with a tool to identify those critical aspects of the studied phenomena that students may lack access to. Such identification may potentially change the ways in which certain representations are used in instruction, and how this use is motivated.
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Abstract. In one experiment we compared different forms of support for self-regulated learning. Ninety-five undergraduate students with low prior domain knowledge learned plate tectonics from a multimedia presentation involving animation with concurrent narration and support in one of four forms: elaborative feedback on answers to adjunct questions, corrective feedback on answers to adjunct questions, prompts to monitor and revise understanding, and no support. After the presentation, participants solved retention and transfer tests. Results revealed that participants receiving elaborative feedback outperformed those in the other conditions, which did not differ from one another.
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Self-regulation in learning complex conceptual systems
Multimedia and hypermedia materials involve explanations of complex cause-and-effect systems, such as plate tectonics. To acquire this complex conceptual knowledge, learners have to select, organize, and integrate multiple pieces of information; use the relevant prior domain knowledge they have to perform the integration; and do all this within the limited capacity of working memory (Mayer, 2009).

In order to deal with these conditions, learners have to self-regulate their learning. Self-regulated learning is an active process in which learners set learning goals, monitor their progress toward the goals, and try to control themselves in order to make better progress toward the goals (Pintrich, 2004). Carrying out these self-regulatory processes is critical for deep learning from multimedia and hypermedia materials (Azevedo, Guthrie, & Seibert, 2004). However, evidence also indicates that learners find it difficult to self-regulate their learning (Azevedo et al., 2004). This warrants the use of some form of support for self-regulated learning.

Support for self-regulation in prior research
Researchers have developed ways of supporting learners to self-regulate while learning from multimedia and hypermedia materials. One strategy is to provide learners with prompts, which are devices that elicit the execution of self-regulatory processes, such as planning (“Decide what you want to learn”) or monitoring understanding (“Check your understanding of what you have learned so far”). Evidence indicates this is an effective strategy (Azevedo, Moos, Greene, Winters, & Cromley, 2008).

Another strategy is to insert questions into the material and provide feedback on learners’ answers. Feedback can consist of either telling learners whether they are right/wrong (corrective feedback) or giving them an explanation of why their answers are right/wrong and of what the correct answer is (elaborative feedback). These feedback messages support learners in monitoring and regulating their ongoing understanding, which are important self-regulatory processes. There is some evidence that feedback works effectively (Lee, Lim, & Grabowsky, 2010).

Prior research has explored ways of supporting self-regulatory processes while learning from multimedia and hypermedia materials finding that both prompts and feedback can be effective. However, prior studies have not compared the effects of different kinds of support with each other.
Our goal was to address this question. Accordingly, we compared the effects of prompts, corrective feedback, and elaborative feedback. In an experiment, participants were asked to learn about plate tectonics from a multimedia presentation, which included support in one of the four forms.

**Method**

**Participants and design**

Ninety-five undergraduate students (aged 18-21) participated in the experiment. They were randomly assigned to one of four conditions: elaborative feedback condition (n = 24), corrective feedback condition (n = 25), prompts condition (n = 23), or control condition (n = 23).

**Procedure and materials**

First participants took a prior knowledge test on Geology, which consisted of eight open-ended questions. Scores ranged from 0 to 24.

Afterwards, participants studied from a computer-based multimedia presentation on plate tectonics that included modules with animation and concurrent narration. Participants went over the modules at their own pace. The modules were designed according to the principles suggested by Mayer (2009).

Depending on the condition, presentations also included support devices. In the elaborative feedback condition (a) multiple-choice questions were inserted into the presentation. They addressed aspects of plate tectonics that are commonly misunderstood (based on pilot studies). After choosing an answer, participants received (b) a corrective message, which pointed out if their answers were right/wrong. Afterwards, they received (c) an explanation of why their answers were right/wrong and of what the correct answer was. It should be noted that the explanation was based on the contents of the presentation and did not add new contents. In the corrective feedback condition participants received the same support devices, (a) and (b), except for the last part, i.e., (c). In the prompts condition participants were provided with messages that warned about potential misunderstandings (corresponding to the aspects covered by the questions in the other conditions) and asked them to monitor and revise their understanding. The control condition involved no support devices.

Finally, participants solved a retention test with six open-ended questions (scores 0-18), which required them to recall key aspects of the presentation. Participants also took a transfer test with eight open-ended questions (scores 0-24), which required participants to use the knowledge they had acquired to solve novel problems.

**Results**

All performances are shown in Table 1. A MANCOVA with condition as the between-subject factor and prior knowledge as a covariate on retention and transfer indicated that there were significant differences between conditions, Wilks’ $\lambda = 0.66$, $F(6, 178) = 6.74$, $p < .001$. Regarding retention, the impact of condition was significant, as indicated by the ANCOVA, $F(3, 90) = 9.43$, $p < .001$. Post-Hoc pairwise comparisons, based on Bonferroni’s test, revealed that participants in the elaborative feedback condition outperformed those in the corrective feedback condition ($p = .001$), the prompts condition ($p = .001$), and the control condition ($p < .001$), which did not differ from each other ($p$’s = 1). The size of these effects was large ($d = 1.15$, $d = 1.06$, and $d = 1.40$, respectively). With regard to transfer, there was a significant effect of condition, $F(3, 90) = 13.56$, $p < .001$. Participants in the elaborative condition outperformed those in the corrective feedback condition ($p < .001$), the prompts condition ($p < .001$), and the control condition ($p < .001$), which did not differ from each other ($p$’s ~ 1). The size of these effects were large ($d = 1.43$, $d = 1.23$, and $d = 2.23$).
Table 1: Performances of all conditions in all variables.

<table>
<thead>
<tr>
<th></th>
<th>Elaborative feedback</th>
<th>Corrective feedback</th>
<th>Prompts</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Prior Knowledge</td>
<td>2.44</td>
<td>2.20</td>
<td>2.10</td>
<td>1.62</td>
</tr>
<tr>
<td>Retention</td>
<td>11.63</td>
<td>4.16</td>
<td>7.35</td>
<td>3.22</td>
</tr>
<tr>
<td>Transfer</td>
<td>10.50</td>
<td>3.53</td>
<td>5.12</td>
<td>3.98</td>
</tr>
</tbody>
</table>

Discussion

The results clearly revealed that elaborative feedback was more effective than corrective feedback and prompts, which were not more helpful than no support. This means that, for learners with little prior domain knowledge expected to gain a deep understanding of a complex topic, a great amount of support may be needed. Similarly, at least under these conditions (complex topic, low prior knowledge), prompts and corrective feedback may be not helpful enough. Both results emphasize the difficulty learners experience when having to self-regulate their learning.

It should be noted that participants were undergraduate students. It could be expected to find similar results with younger students, who probably have worse self-regulatory skills.

Prior studies used prompts and corrective feedback finding that they were effective (Azevedo et al., 2008; Lee et al., 2010), which differs from our results. One explanation is that these studies actually mixed different kinds of support within each condition, providing more support than that given here. In fact, Azevedo et al. not only prompted participants to self-regulate their learning but also set learning goals, asked learners questions to check their understanding, and, whenever they detected flaws in learners’ understanding, directed learners to specific points in the material in order to solve the flaws. Similarly, Lee et al. not only provided feedback but also a set of prompts to highlight important sentences, summarize, and check and revise ongoing understanding.

A limitation of the experiment presented here was that we did not measured self-regulation directly but we inferred it from learning outcomes. Future research should examine self-regulation behaviour in some way (e.g., through think-aloud protocols) to ensure that the support devices affected it indeed and that learning outcomes result from such behaviour.
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Abstract. Representations became more and more important over the last few years. Due to this students need skills to read off information out of a representation as well as to interpret different forms of representations. But studies show that students have problems to verbalize the information of representation. But where do these problems rely on? Concerning verbalization we can differentiate three levels: mathematical syntax, mathematical semantic and contextual semantic. We wanted to find out on which level students performed best and spontaneously. In our study 88 students took part and answered 18 tasks. Results show, that they spontaneously try to put information into a context of their everyday life but they performed better when they answered on level of mathematical syntax and only described what they see.
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Introduction

Representations, like graphs, tables or formulas, play an important role in school mathematics. Therefore students have to deal with them a lot. They often have to read information off a given representation and to transform it into another representation. For example, they see a graph of a linear function and have to produce the formula of this function. Besides these typical mathematical tasks, we have to deal with different representations in our everyday life: With circular or bar charts we illustrate for example results of election or with line charts someone can see the process of his performance during a computer game (e.g. money, produced cereals). Therefore, everybody needs certain skills to understand and interpret representations. But studies show that students have problems with transformation tasks (Ainsworth, 1999) and perform worst if they have to explain the message of a representation in their own words (Stradtmann, 2010.)

Due to this, we wanted to have a closer look at processes of verbalization. Concerning these processes we can identify three different levels: mathematical syntax, mathematical semantic and contextual semantic. If someone verbalizes on the level of mathematical syntax he talks only about the appearance of the representation, for example the number of columns and rows of a table. A verbalization on the level of mathematical semantic goes beyond the description of the representation, because this level is characterized through the meaning of the symbols (Ruf & Gallin, 2005). But beside this is it possible to interpret a representation with regard to a special situation and to read of information which can’t be seen at first view (Posner, 2003).

This can be illustrated with the aid of the following example: Imagine someone has to verbalize the information of the graph in figure 1.
A possible verbalization on the level of mathematical syntax can be “There is a coordinate system and one line, which rises.”, while the answer on the level of mathematical semantic could be “a linear function with y-intercept 10 and slope -1”. And finally a verbalization on the level of contextual semantic could be read as follows: “The candle was at the beginning 10cm high and decrease 1cm per hour”.

In our study we analysed verbalizations in the domain of mathematics. The aim was to find out on which level students verbalize spontaneously and on which level the outcome of their verbalization is the best. Based on Stradtmann (2010) we expected that students spontaneously verbalize on level of mathematical syntax and that verbalization on level of mathematical syntax would be best.

Method
In order to test our hypotheses we developed 18 tasks in the domain of linear functions for all types of verbalization and all possible representations (graph, formula and table). Learners were given for example a formula and had to explain what they spontaneously think. To give students a chance to verbalize on level of contextual semantic axis of graphs or columns of tables were not labelled only by x and y but by words of everyday life, e.g. time or altitude. In other tasks students were asked by a special prompt to verbalize on one of mentioned levels.

88 nine-graders (age: M = 14.45, SD = 1.58; sex: m = 33) took part in our study. In a within-subject design we analysed whether tasks with different prompts led to different results and what students tell spontaneously. As dependent variable we evaluated the produced verbalization with regard to the level of verbalization (mathematical syntax, mathematical semantic or contextual semantic) and content of accuracy.

Results
The analysis of data revealed that most students verbalize spontaneously on level of contextual semantic if they had to explain what they think when they see a graph ($\chi^2(2) = 75.89, p < .001$) or a table ($\chi^2(2) = 66.68, p < .001$). But with regard to formula, we found no effect ($\chi^2(2) = 3.65, n.s.$). Students preferred no level of verbalization when they see a formula.

To find out on which level students performed best, we conducted an ANOVA with repeated measures. The ANOVA showed an main effect ($F(2,74) = 12.93, p < .001, \eta^2 = .26$) for the level of verbalization. Therefore, we analysed contrasts and found that students performed better on level of mathematical syntax than on level of mathematical semantic ($F(1,75) = 24.29; p < .001; \eta^2 = .25$) and on contextual semantic ($F(1,75) = 24.29; p < .001; \eta^2 = .19$).
Discussion
We found that students performed spontaneously on level of contextual semantic. They tried to relate the information of the representation to their everyday life. But as the results of our second analysis show they have enormous problems to verbalize on level of contextual semantic whereas they performed best on level of mathematical semantic. This shows, that students process representation only low level and didn’t manage to put information in a context.

But this study has one limitation: We asked students to tell what they spontaneously think when they see a representation. And as mentioned above axes and columns where labelled by words of everyday and students answered on level of contextual semantic. We didn’t know whether they answer on this level if columns and axes are labelled by x and y.
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Abstract. In this study we investigated whether pictures facilitate spatial information processing when studying procedural information. Participants studied first aid procedures, which differed in complexity and which were presented as text or as text and pictures. Working memory involvement during learning was gauged by measuring the interference between learning and the performance of a secondary spatial motor task. Participants performed the procedures immediately after learning and also after one week. As expected, participants learning with text and pictures performed the procedures more accurately than participants learning with text only. However, this difference between learning with text and pictures and text only reduced over time. Also, performing a secondary motor task interfered only with processing visuo-spatial information from text-only. Unexpectedly, this effect was the same for low and high complex tasks.
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Introduction

Research on multimedia learning has repeatedly shown that pictures aid learning (i.e., multimedia effect; Mayer, 2009). One explanation for this multimedia effect may be that pictures are especially suited to convey visuo-spatial information (Larkin & Simon, 1987), which makes them important when visuo-spatial reasoning is required for understanding the learning material. For example in procedural tasks, visuo-spatial information is important, because it comprises the spatial relationships between actions, which are intended to achieve a goal (Brunyé, Taylor, Rapp, & Spiro, 2006). Here, visualisations may provide immediate access to this information, making them computationally more efficient than text. In text, visuo-spatial information has to be interpreted (Larkin & Simon, 1987), which requires more computational effort in working memory (Scaife & Rogers, 1996). Therefore, it can be argued that – when visuo-spatial reasoning is required – the load on visuo-spatial working memory (i.e., visuo-spatial sketchpad [Baddeley, 1986]) is larger when processing text only than when processing text and pictures.

In this study, participants learned procedural tasks, differing in complexity, with text only or with text and pictures. Learning outcomes were measured immediately after learning and also after one week, and the dual-task approach was used to measure working memory involvement. First, we hypothesised that participants learning with text and pictures would perform procedural tasks better than participants learning with text only (i.e., multimedia effect). Second, we hypothesised that performing a spatial motor task interferes more with learning when studying text-only, because imagining visuo-spatial information requires more working memory processing capacity than extracting visuo-spatial information from pictures (cf. computational offloading [Scaife & Rogers, 1996]). Third, we hypothesised that the interference between the spatial motor task and learning is higher for high complex tasks, because more visuo-spatial reasoning is required to understand these tasks. Finally, as pictures facilitate visuo-spatial reasoning during learning, there is no reason to believe that the size of the multimedia effect changes over time.
**Method**

*Participants and design*

Eighty-eight students (74 female; $M = 22.96$ years) participated. The experiment had a 2x2x2x2 mixed design, with picture presentation and dual task as between-subject variables, and task complexity and time of testing as within-subject variables. Depending on picture presentation and dual task condition, participants received 1) a text without dual task, 2) a text with a dual task, 3) a multimedia instruction without dual task, or 4) a multimedia instruction with a dual task. Participants studied two low and two high complex tasks and procedure performance accuracy was measured immediately after learning and also after one week.

*Materials and procedure*

The procedural tasks were four first aid tasks, which were obtained from the Orange Cross manual (Henny, 2006). The procedures’ complexity was defined by the number of steps (Robinson, 2001). Two low complex tasks contained 4 or 5 steps, whereas two high complex tasks contained 10 or 12 steps. In the multimedia instructions, two or three pictures were used per task. The dual task used to load the visuo-spatial sketchpad during learning involved tapping four pedals on the floor, which interferes with spatial reasoning in working memory (Miyake, Emerson, Padilla, & Ahn, 2004). During their performance of the first aid tasks, participants’ actions were filmed from two angles.

Participants first familiarized themselves with the first aid puppet by performing a simple first aid task. Next, they filled out a demographic questionnaire. Participants who had to perform a dual task during learning practiced this task for one minute. Then, all participants studied the four learning tasks, which were presented in random order. Subsequently, they performed the tasks using a puppet and described the steps following or preceding a depicted step. One week later, participants performed the tasks in the same order. Performance accuracy was measured by the percentage of steps that was both performed correctly and in the correct order. To assess the inter-rater reliability, two raters coded 20% of all videos ($\kappa = .65$). The remaining 80% was scored by a single rater only.

**Results**

A 2x2x2x2 repeated-measures ANOVA was performed, with presentation format and dual task condition as between-subject variables, and task complexity and time of testing as within-subject variables. The dependent variable was the performance accuracy of the learnt procedures. Only effects that tested the hypotheses are reported.

The significant main effect of presentation format ($\eta_p^2 = .27$), showed that participants learning with text and picture ($M = .69$) performed the first aid tasks more accurately than participants learning with text only ($M = .57$). The significant interaction between presentation format and dual task ($\eta_p^2 = .07$), showed that performing a spatial motor task indeed interferes only with learning when studying text only (see Figure 1). Furthermore, the expected 3-way interaction between presentation format, dual task, and task complexity ($\eta_p^2 = .02$) was non-significant, implying that the interference between the dual task and picture processing was the same for low and high complex tasks. Finally, the interaction between time of testing and presentation format ($\eta_p^2 = .14$) was significant, indicating that the difference between participants learning with text and pictures, and learning with text-only reduced over time.
### Table 1: Means for the interaction between presentation format and dual task.

<table>
<thead>
<tr>
<th>Time of testing</th>
<th>Task complexity</th>
<th>Presentation format</th>
<th>Dual task</th>
<th>Without dual task</th>
<th>With dual task</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Text-only</td>
<td>Text-picture</td>
<td>Text-only</td>
<td>Text-picture</td>
</tr>
<tr>
<td>Immediately after learning</td>
<td>Low</td>
<td>.64</td>
<td>.79</td>
<td>.46</td>
<td>.77</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>.61</td>
<td>.68</td>
<td>.44</td>
<td>.58</td>
</tr>
<tr>
<td>One week later</td>
<td>Low</td>
<td>.76</td>
<td>.76</td>
<td>.62</td>
<td>.77</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>.58</td>
<td>.63</td>
<td>.43</td>
<td>.57</td>
</tr>
</tbody>
</table>

### Discussion

We investigated whether spatial reasoning is facilitated by pictures when studying procedural information. As hypothesised, there was a multimedia effect; however, the difference between students learning with text and pictures, and with text-only reduced over time. One explanation is that the performance of participants in the text-only conditions was improved after a week in one of the low complex tasks (immediately after learning: $M = .69$; one week later: $M = .79$), because the picture that was shown during the second post-test for this task helped participants to remember how to perform the procedure. Furthermore, performing a dual task interfered only with processing visuo-spatial information from text-only. Unexpectedly, the interference between the dual task and picture processing was the same for low and high complex tasks. One explanation could be that even though the number of steps is larger in high complex tasks, the level of difficulty of individual steps was identical between low and high complex tasks. When it is not required to integrate steps across time (which requires keeping all steps in working memory), the visuo-spatial sketchpad is unaffected by the number of steps. Together, these findings suggest that pictures in procedural tasks facilitate reading off visuo-spatial information and therewith the effortless interpretation of this information.
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Abstract. In vocabulary learning pictures are commonly used. In this paper we investigated if spaced learning can enhance picture-word learning. The spacing effect is the phenomenon that distributing learning across time leads to better retention than massing it into one single study session. During three sessions, children of grade 1 were taught the meaning of eighteen words and their related pictures. In the massed condition, nine words were divided into three sets of three words, and each set was taught three times in one of three learning sessions. In the spaced condition, learning was distributed across the three sessions: All nine words were practiced once in each of the three learning sessions. At both the productive task and the receptive task after four or five days we observed that the meaning of spaced words was remembered better than the meaning of massed words.
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Introduction
Vocabulary size is a powerful predictor of reading comprehension. In fact, researchers agree that between 90 and 95 percent of the words in a text need to be known to arrive at an adequate reading comprehension of the text (Hirsch, 2003). Therefore, it is important to stimulate vocabulary development already at an early age.

From research on pictorial and verbal cues we have learned that processing supportive information such as pictures enhances language learning. For example, Kellog and Howe (1971) found that foreign words which were learned with images or actual objects were remembered better than those without such additional information. One of the characteristics of good vocabulary instruction, listed by Blachowicz, Fisher, Ogle, and Watts-Taffe (2006), is that words have to be taught intentionally during multiple exposures in which definitional and contextual information is provided. Thus, repetition of unknown words is important and contextual information such as pictures can help to learn the words. However, not only the kind of repetition is important, but also how the repetitions are distributed over time. For example, words can be learned several times during one learning session (massed learning), but they can also be distributed over several learning sessions (spaced learning). The phenomenon that spaced repetition leads to better retention than massed repetition is commonly referred to as the spacing effect (for a review, see Cepeda, Pashler, Vul, Wixted, & Rohrer, 2006). The question in this paper is whether spacing vocabulary learning sessions will lead to better retention of word meanings than massing these sessions.

The spacing effect has been demonstrated in several studies, in which children were learning pictures, words, or a combination of pictures and words (e.g. Rea & Modigliani, 1987; Toppino, 1993). However, those spacing experiments bear little resemblance to primary school vocabulary lessons. In the experiments the spacing intervals and the retention intervals were very short. The children who participated in these studies had to learn the words during the same learning session. The spacing intervals varied between 0 and 5 seconds or between 0 and 3 intervening items. These
intervals are in no way representative of learning intervals employed in a real vocabulary learning situation. In primary school vocabulary learning lessons, these intervals are much longer.

Further, most studies on the spacing effect with primary school children used free recall tests in which children had to recall as many words as they remembered (e.g. Toppino, 1993). In real vocabulary learning tests people use receptive tasks and productive tasks (e.g. Verhoeven & Vermeer, 2006). In receptive tasks children are asked to name an object (e.g. ‘How do we call this object’ by showing a picture of a coin) and in productive tasks children are asked to explain the meaning of a word (e.g. ‘What is a coin’). It is still an open question whether the spacing effect generalizes to these intervals and these tests.

In this experiment we used long intervals and both tasks because they are representative of a real vocabulary learning situation. We expected the productive task to be more difficult than the receptive task because the children need more knowledge of a word when they have to explain it than when they have to name it. We hypothesized that we would find a spacing effect on both tasks. Because the spacing effect has not been tested with these tasks before we also explored if there would be an interaction between condition and task.

Method

Participants
A total number of 43 children from grade 1 participated in all sessions of the experiment. The mean age of these 43 children was 6.91 years (SD = 0.41). The children were recruited from two classes from a medium-sized primary school, situated in Rotterdam. The children knew they participated in an experiment and their parents had given informed consent for participation.

Design & Materials
In this experiment, we used a within-subjects design. We manipulated the distribution of words within learning sessions (massed learning versus spaced learning).

We selected eighteen concrete nouns and their definition from grade 2 learning materials. The words were first presented in a story told by the experimenter. Later, the words were presented with a picture and their definition (e.g. A market vendor – Somebody who sells fruit on the market.). This presentation of words was repeated in several learning sessions. The test consisted of two tasks and the children had to do both tasks, namely a productive task in which they had to define the word (e.g. What is a market vendor?) and a receptive task in which they had to name the picture (e.g. How do we call the person on this picture?).

Procedure
The experiment took place in a classroom setting. At the start of the experiment, the children were told that they were going to learn some new words with the new vocabulary teacher (the experimenter) and that they would be given an unspecified test after four or five days. There were four learning sessions on four consecutive days and one test session four or five days after the final learning session.

Session 1 was an instruction session about the eighteen vocabulary words. In this session the experimenter told a story in which the words were included. Afterwards, all words were presented orally to the children in a PowerPoint presentation along with a picture and a definition. In Session 2, 3 and 4 the children listened to one oral explanation of nine words in the spaced condition and to three oral explanations of three words in the massed condition. All eighteen words were practiced three times during Session 2, 3 and 4. Within the session there was a short break in which the children did some filler tasks. Four or five days after the fourth session, the children received a test.
Results
The mean percentage of retention on the productive and receptive task of massed and spaced words is shown in Table 1. We analysed the results by using a 2 x 2 ANOVA. There was a significant effect of condition, $F (1,42) = 17.616$, $p<.001$, $\eta^2_p = .295$. There was no effect of task, $F (1,42) = 3.266$, $p = .078$, $\eta^2_p = .072$. There was no interaction effect between condition and task ($F < 1$). This means that for both tasks, performance was better in the spaced condition than in the massed condition.

Table 1: Mean percentage of retention of massed and spaced words (with SD in parentheses).

<table>
<thead>
<tr>
<th></th>
<th>Massed</th>
<th>Spaced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Productive Task</td>
<td>67.44 % (18.05)</td>
<td>75.97 % (16.61)</td>
</tr>
<tr>
<td>Receptive Task</td>
<td>69.51 % (20.15)</td>
<td>79.59 % (14.73)</td>
</tr>
</tbody>
</table>

Discussion
This study shows that spacing words across several learning sessions is better than massing them into one learning session when children are learning vocabulary in an educational context. Rea & Modigliani (1987) and Toppino (1993) found already a spacing effect for children in picture-word learning by using very short spacing intervals and by using free recall tasks. In our experiment we found a spacing effect by using relevant spacing intervals and by using relevant tasks which are used in an educational context.

A number of questions still remain. For example, there is the question if spacing could reduce the number of repetitions needed to retain a word. Nation (1990) argues that the required number of exposures to retain a word varies from 5 to 16, but it is not clear if spacing could reduce this required number of exposures. Another question is if spacing would also enhance performance on more complex vocabulary. Donovan and Radosevich (1999) found in their meta-analysis of the spacing effect that there was a negative relationship between the complexity of the task and the effect size of the spacing effect. In our experiment, we used concrete nouns which did not require much effort in processing. Further research is needed to investigate the spacing effect using more complex vocabulary tasks.
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Abstract. Undergraduate lectures are often accompanied by slideshows containing text outlines made available to students prior to the lecture in order that they may print them out as hand-outs upon which to take notes. This practice has been criticized for resulting in repetitive lecturing. The extent to which such text based slides are actually repeated by the lecturers during their lectures is examined through analysing transcripts of 21 lectures, and from focus group interviews with students, and copies of these students’ notes from 10 of these lectures. It was found that although students expect their lecturers to use the text as a scaffold for the lecture; the extent to which this scaffold is obeyed by the lecturer varies considerably. This inconsistency can result in difficulties for students following the lecture, or their deliberately ignoring the lecturers’ speech. The paper highlights the predicament of lecturers in planning their communications using text slides.
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Introduction

The tendency for displaying text in lecture slideshows has emerged from an embracing of slideware technologies in Higher Education, such that lecture slideshows now predominantly take the form of text outlines which the lecturer talks through point-by-point during the lecture (Olliges, Mahfood, Seminary, & Tamashiro, 2005). Moreover, with the spread of virtual learning environments (VLEs), lecturers have the means to not only show the slides during the lecture, they can disseminate them to students beforehand. The practice is popular amongst both lecturers and students as it affords the ability for lecturers to prepare an outline of the topics to be covered during the lecture which students can a) print out beforehand and use as a framework to take notes of the extra information given during the lecture, and b) revise from before assessments. However this “triple delivery” mode of instruction in which the student sees the text on screen, hears it spoken by their lecturer and also reads it on their hand-out has been criticized for being repetitive, (Maxwell, 2007), which can result in redundant information and therefore increased “cognitive load” for those receiving it (Mayer, 2001). Further, the inclusion of text specifically in slideshows has resulted in widespread criticisms including that it results in the use of stunted sentences (i.e. bulletpoints), thus stunting cognition (Tufte, 2006). More worryingly though, it has been suggested that slides have a speech suppression effect on students as they perceive the slides to contain the most important information, and as such unrelated speech is mostly ignored (Wecker, 2012).

It has been suggested that the practice might result in the expectation within students that the lecturer will take them through the slides with their speech, expanding and explaining the topics along the way (Adams, 2006). This expectation might explain the speech suppression effect, as students selectively listen out for anything that relates to the slide text. However, there is little currently known about the impact the slideshow outline practice has on the way in which lecturers communicate during lectures. The aim for the research was to consider the text based lecture slideshow in relation to the way in which lecturers communicate during lectures, thus the extent to which lecturers really do repeat their slides with their speech is questioned here.
The Research
The research used a mixed methods approach to consider 2 questions; 1) When text is included in a slide lecture, to what extent is it integrated and repeated by the lecturer’s speech? And 2) how does the extent to which the speech repeats (or in fact doesn’t repeat) the structure of the slide text impact on the students’ experience of slide lectures.

Initially, a corpus of video recordings of 11 introductory lectures given on Attachment Theory in undergraduate Psychology courses across the UK during the academic year 2009/10 was collected. These lectures were transcribed to present the sections of lecturers’ speech alongside the corresponding slide that was displayed at the time. A second corpus of 10 further Psychology lecture recordings during the following academic year was then collected and transcribed in the same way. Additionally for the secondary corpus, focus group interviews were carried out with a selection of the students in attendance, using the lecture video recordings and slide hand-outs as stimuli for discussion. Copies of the participating students’ notes were also collected.

Methods of Analysis
Repetition of the slide text can be carried out linguistically by the lecturer through the means of “secondary pointing procedures” (Knoblauch, 2008) in which the speech mirrors or “parallels”, to differing extents, the content of the slide. The transcripts then were analysed using a content analysis of the slide text to identify what meanings could be pointed to or repeated, and a conversation analysis of the speech utilizing this “paralleling” framework to identify where the speech actually repeated (or otherwise referenced) the slide text. Then, by reading the slide text from top to bottom and left to right, the slide text was turned into a string of letters (e.g. A, B, C, D etc) to represent the expected pattern of repetition by the lecturer. Using the order in which the slide text was actually repeated by the speech, strings were produced for the pattern of repetition of text by the speech accompanying each slide (for example A, D, C). Comparing these strings using the Levenshtein edit distance algorithm enabled a statistical expression of the extent to which the text of each slide was integrated as expected by the lecturer’s speech.

A qualitative thematic analysis of the interviews afforded an investigation of the students’ reactions to the speech-slide relationship. Thus their reflections were investigated in order to consider the impacts of the lecturers’ speech-slide relationship on the student’s experience in the lecture. Further, the students’ notes were examined to consider what information had been noted and to identify the origin of this information (i.e. from the speech only, the slide only or a combination of the two).

Findings
In analysing the lecture transcripts the Levenshtein edit distance statistic revealed that lecturers rarely matched their slide structure perfectly. Further the extent to which slide text representations were actually repeated as expected with the lecturer’s speech differs both within and between lecture, resulting in often unpredictable patterns of integration. Scaling the scores such that 0 indicated no match and 1 indicated a perfect match, the maximum mean integration score received by the lecturers was 0.89 and the minimum 0.66. A one way ANOVA was used to test for differences between the lecturers in the extent to which their actual patterns matched their expected patterns using the individual slides as the population. Lecturers differed significantly in the similarity of the speech to the slide, F (10, 364) = 3.801, p = <0.001.

Interview data indicate that the majority of the student participants agreed that the role of the PowerPoint slides was to provide some form of structure for their note taking. Further it was clear that the participants agreed having the “main points” available on a handout was beneficial to both note taking and for revision purposes. This has resulted in the expectation amongst these students that the lecturer will address the slide information in a systematic point-by-point manner in the lecture.
Moreover, analysis of the students’ notes revealed that the majority of notes taken consist of information from the speech that serves to make sense of the text on the slide, for instance definitions of words or phrases, or adding words to make the bullet points into full sentences. During the focus groups, students reasoned that speech which did not immediately appear to be directly related to the slide text was “irrelevant” and so not deemed noteworthy, which was reflected in their lack of notes on this additional information.

**Discussion and Implications**

Although criticized in much of the literature, the literal repetition of slide text by speech in PowerPoint presentations was not found in the lectures. It is suggested that uncertainty and unpredictability in lecturers’ repetition of slides might have negative impacts on how students assimilate the information from the speech with the information from the slides. Student data highlighted a common understanding of the form of communication expected during slide lectures; that the slide text will be repeated and explained by the speech, and any other information is unimportant. Thus if lecturers give information not represented on the slide, or are cryptic in their integration of the text such that students perceive that the lecturer is violating the scaffold of their slides, students, on finding it difficult to match the speech to the corresponding text, may deem the speech to be “irrelevant” causing them to “switch off” and potentially miss crucial information during note taking.

This paper highlights the predicament of lecturers when considering giving a slide lecture that contains text. Lecturers are expected to provide the “main points” of the lecture in this format in order for students to take notes on them, but their doing so impacts on the way in which they are expected to communicate during the lecture and what students deem important or not. It seems that lecturers must negotiate a difficult balance when communicating using text representations in their lectures, thus it is suggested that lecturers reconsider their use of text in their lecture slides. Further research is clearly needed to discover the extent to which learning processes are either helped or hindered by differing patterns of repetition.
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Abstract. This study investigates whether viewing gestures facilitate learning about non-human movements and whether correspondence between gesture and to-be-learned movement leads to better results than non-correspondence. Functional near-infrared-spectroscopy was used to address whether gestures activate the human mirror-neuron-system (MNS), whether this activation transfers to subsequent viewings of non-human movements, and whether the activation of the MNS mediates the facilitation of learning. During learning participants viewed triples of visualizations for four movements (1. animation depicting a fish movement, 2. video with human gestures, 3. replay of the initial animation). Preliminary results showed that viewing gestures and viewing the replay of the animation (only in the case of correspondence) leads to a higher MNS activation. Furthermore, on a descriptive level, results indicated that higher MNS activation is associated with better learning performance. Thus, stimulating the MNS by means of gesture-based interventions might be an adequate instructional strategy to enhance learning with dynamic visualizations.
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Learning with Dynamic Visualizations

Many contents in the Natural Sciences comprise the understanding of changes over time and space. Dynamic visualizations can easily depict such changes and they may be particularly suited for instructional purposes if these changes do not occur in discrete steps, but rather involve continuous aspects. In order to use dynamic visualizations effectively and to exploit their potential for learning it is crucial to understand when and for whom they are beneficial. Until now, research on dynamic visualizations has yielded rather heterogeneous results: Not only design factors and individual learner characteristics, but also context factors, such as, the knowledge domain or task requirements, influence their effectiveness (e.g., Höfßler & Leutner, 2007; Tversky, Morrison, & Bétrancourt, 2002).

A novel hypothesis that has recently received considerable attention claims that the stimulation of specific areas in the brain is beneficial for learning about continuous processes with dynamic visualizations (e.g., Van Gog, Paas, Marcus, Ayres, & Sweller, 2009). These areas in the brain (i.e., the so-called mirror-neuron-system [MNS]) are used to understand and imitate the actions of other persons. They are typically activated by human movements, but may be more generally used to also represent other biological or even non-biological movements (if these movements can be anthropomorphized by the observer, cf., Engel, Burke, Fiehler, Bien, & Rössler, 2008). In the domain of learning about continuous processes, one effective instructional strategy to activate the MNS might be to show learners not only the to-be-learned processes, but also gesture-based interventions displaying the to-be-learned dynamics in order to trigger an anthropomorphized encoding. It has already been shown that the production of such gestures during learning is beneficial for acquiring knowledge (e.g., Cook & Goldin-Meadow, 2006; Scheiter, Arndt, Imhof, & Ainsworth, 2012).

Until now, there is no direct test of the assumption that learners’ ability to recruit their MNS during processing dynamic visualizations may influence the effectiveness of the visualizations. Moreover, it still has not been investigated whether MNS activation can be induced by gesture-based interventions and then transferred to non-human movements because of mapping processes. Therefore, this study tested by using neurophysiological methods (i.e., functional near-infrared-spectroscopy [fNIRS]) whether the MNS is activated during viewing gestures and whether this activation transfers to subsequent viewings of non-human movements because learners map the human movements to the non-human movements. Moreover, this study investigated whether viewing gestures that correspond
to non-human movements facilitate learning about these movements better than non-corresponding gestures. Furthermore, this study tested whether the activation of the MNS mediates the facilitation of learning. We hypothesize that viewing corresponding gestures facilitates learning more than viewing non-corresponding gestures. Moreover, we hypothesize that human gestures activate the MNS, whereas this activation only transfers to subsequent non-human movements in the case of correspondence between gestures and non-human movements, because this helps learners to anthropomorphize the non-human biological movements. Furthermore, we hypothesize that learners differ with regard to recruiting the MNS for processing and that higher MNS activation is associated with better learning outcomes than lower MNS activation.

Methods and Results
The present study with forty university students is currently under experimentation. Learners had to learn to discriminate four different fish movements. For each fish movement they saw a sequence of visualizations consisting of triples: Firstly, the learners saw an animation of a specific locomotion pattern. Secondly, they saw a video showing a gesture in form of human hand movements. These gestures either did or did not correspond to the locomotion patterns (experimental manipulation: between-subjects design). Thirdly, the learners saw the initial animation of the fish movement again. With this design, we were able to investigate: 1) whether biological movements activate the MNS (activation during the first view of the fish animation); 2) whether videos of corresponding and non-corresponding human gestures activate the MNS (activation during viewing the video); and 3) whether the biological movements activate the MNS more strongly after the learners have seen the gestures and whether this depends on the correspondence between the gesture and the to-be-learned movement (activation during the second view of the fish animation). An expert regarding fish movements performed the gestures. For the corresponding gestures this expert was instructed to display the respective movements as clearly as possible with his hands, whereas for the non-corresponding gestures the expert was instructed to perform gestures with his hands that had nothing to do with fish movements (i.e., waving, pointing, drumming, and circulating the forearms around each other). Each visualization was depicted for 30 s and followed by pauses of 30 s (black screen) between all visualizations. In the pauses, the activations of the brain areas of interest are supposed to decay to the baseline level before the next visualization was displayed. Following the learning phase, participants performed a locomotion pattern identification test that measured learning outcomes. This test consisted of 24 underwater videos of real fish (in blocks of 30 s) for which the learners had to classify the depicted movement. During learning and testing fNIRS measurements were conducted (ETG-4000, Hitachi). The probe set (2x22 channel array) was placed over fronto-temporo-parietal regions (centered at T3/T4 and C3/C4). Changes of absorbed near-infrared light were transformed into relative concentration changes of oxygenated (O2Hb) and deoxygenated haemoglobin (HHb). Local increases of O2Hb as well as decreases of HHb are indicators of cortical activity (Obrig & Villringer, 2003).

First results showed that there was a difference in the activation of the MNS between the three visualizations in a triple (animation for the first time before gestures, videos with gestures, animation for the second time after gestures). In particular, the activation of the areas that are associated with the human MNS (Brodmann areas 40, 44, and 45, Fogassi & Ferrari, 2010) was higher when learners viewed the gestures than when they viewed a fish movement animation for the first time. Additionally and more interestingly, the results also indicate that the activation of the MNS is higher when learners viewed the fish movement animation for the second time after they saw the corresponding gesture, but not after they saw the non-corresponding gesture. Because the number of subjects already studied is rather small, we could not test the expected correlation between the amount of activity in the MNS and the learning outcomes on a statistical level yet. Nevertheless, the results that will be fully available at the time of the SIG2 meeting already point in the expected direction on a descriptive level.
Discussion

This study tested whether the human MNS can be activated for non-human biological movements by using gesture-based interventions intended to stimulate anthropomorphization. It has to be noted that the anthropomorphization is stimulated by an external video and is not accomplished by the learners on their own. Nevertheless, the results indicated that looking at human hand gestures activated the human MNS. Moreover, first results pointed in the direction that this MNS activation transferred to a subsequent viewing of an animation of the to-be-learned fish movements in the case that the human gestures corresponded to the to-be-learned contents. Therefore, learners seem to be able to activate the MNS during processing non-human biological movements if they have once been demonstrated a connection between these movements and movements of the human body. If it turns out that there is statistical evidence that higher MNS activation is associated with better learning outcomes, the strategy used in this study could be a promising device in different instructional domains and settings that involve learning about continuous movements and processes. Thus, it could turn out that gesture-based instructions that support anthropomorphization are a suitable method to enhance learning about processes with dynamic visualizations. However, in order to assess the real beneficial impact of the human gestures to the MNS activation further research has to investigate whether other interventions, such as for example viewing mechanical dynamic scenes, leads to the same results.
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Abstract. This study investigated how discrepancies across Web pages affect high-school students' source evaluations when reading multiple Web pages on a complex health-related topic. In line with the Documents Model framework and previous research on single-text comprehension, the present results indicate that content-based discrepancies across Web pages stimulate greater source evaluation, such that students mentioned more sources in their summaries and judged a Web page with obvious commercial interests as less trustworthy than when the Web pages contained consistent information. In the latter case, students did not seem to consider potential commercial biases of information sources in their trustworthiness evaluations.
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Introduction
With the rise of the World Wide Web, the online reading of multiple documents (i.e., Web pages) to learn about a particular topic has become a common reading situation, for instance, when searching for health information. However, on the Web not only official institutions, but also companies and laypeople provide information. These information providers might have other goals than just providing neutral facts, such as selling or promoting a particular product or exchanging experiences or stating opinions. Hence, it is important that Web users critically evaluate the trustworthiness of information sources that they retrieve from the Web and weight and interpret a Web page's content in light of its source characteristics.

Based on the Documents Model framework (e.g., Rouet, 2006) we hypothesized that readers would be more likely to evaluate and encode information about Web sources (e.g., document type, suspected motives) and draw relationships between sources and content ("who said what") when different Web pages contain discrepant information (cf. Bräten, Britt, Strømsø & Rouet, 2011). To the best of our knowledge, the presence of content-based discrepancies between multiple documents, however, has not yet been directly manipulated in any experimental study. Though, research on single-text comprehension provides first evidence that readers pay more attention to sources and also mention more sources in summaries when reading short news stories that convey discrepant information from two sources as compared to consistent information (Braasch, Rouet, Vibert, & Britt, 2012; Rouet, Britt, Caroux, Nivet, & Le Bigot, 2009). The goal of the present study was to extend these findings to reading contexts involving multiple online-documents and to test the hypothesis that readers would refer more to the sources (i.e., the different Web pages) in their summaries and would rate biased, commercial pages as less trustworthy when the Web pages encountered online provided discrepant information as compared to consistent information.

Method
Forty-eight eleventh grade students of a German private high school (mean age: 18.2 years; 75% female) were given the task to seek information about the effectiveness of L-Carnitine to enhance athletic performance, in order to give informed advice to a fictitious friend. Participants' prior knowledge on the subject matter was generally low.
To complete the experimental task, participants were provided with a Google mock-up showing a search results page that contained five search results linked to five fabricated Web pages: Web page #1 was a shop, #2 a forum, #3 the Website of the German Nutrition Society (thereafter referred to as institutional page), #4 a commercial information portal, and #5 the personal blog of a European champion in bodybuilding. Each Web page contained about 400 words and reported studies that had investigated the effects of L-Carnitine supplementation on athletic performance. Participants were randomly assigned to two groups: Half of the participants received discrepant information, such that four Web pages reported that studies had shown the effectiveness of L-Carnitine for improving athletic performance, whereas the institutional page referred to studies that had demonstrated its ineffectiveness. The other half received consistent information, with all five Web pages reporting research that had shown the effectiveness of L-Carnitine. Participants were given 10 minutes to read the Web pages, but also could stop reading earlier. Participants were allowed to take notes during reading. Subsequently, participants were asked to give a recommendation whether or not L-Carnitine is effective for enhancing athletic performance and to summarize what they had found out about the issue, for which they could use their notes. Finally, participants were presented all five Web pages again in random order and had to rate the trustworthiness of each Web page on a 5-point rating scale.

**Results**

Participants on average read 3.54 Web pages ($SD = 1.40$) for which they spent 8.84 minutes ($SD = 1.57$), without any differences between groups (both $ps > .80$). Three participants of the discrepant information condition who had not visited the institutional page were excluded from all further analyses, as they could not have detected any discrepancies. After the search, 33.33% of the students in the discrepant information condition judged L-Carnitine to be ineffective as compared to 0% in the consistent information condition ($\chi^2(1, N = 45) = 9.47, p < .01$). 57.1% at least mentioned the discrepancy in their summary. Furthermore, participants who were provided with discrepant information referred more to the information sources (i.e., the type or name of the Web pages) in their summaries than participants with consistent information, $t(22.43) = -2.23, p = .04$. However, also in the discrepant information condition source references still were very seldom, with 0.62 source references per student as compared to 0.08 source references in the consistent information condition. Finally, with regard to students' trustworthiness evaluations, an ANOVA with information discrepancy (discrepant vs. consistent) used as between-subjects factor and Web page type (the five different Web pages) used as within-subjects factor showed a significant interaction between information discrepancy and Web page type $F(4, 172) = 3.25, p = .01$. Posthoc tests revealed that students rated the shop significantly less trustworthy when provided with discrepant information than with consistent information ($p < .001$). For the trustworthiness ratings of the four other Web pages no differences were found between the two groups (all $ps > .17$). For means and standard deviations see Table 1. When comparing students' trustworthiness ratings across the five Web pages, results showed that in the discrepant information condition students rated the institutional page significantly more trustworthy than the shop, the forum, and the blog (all $ps < .05$). The commercial information portal, however, was also rated significantly more trustworthy than the shop ($p < .001$). In contrast, in the consistent information condition the trustworthiness ratings between the shop and the institutional page did not differ significantly ($p = .16$). Only the two Web 2.0 sites (forum and blog) were rated as significantly less trustworthy than the institutional page ($p = .001$ and $p < .001$, respectively) and the commercial information portal (both $ps = .04$).
Table 1: Trustworthiness ratings for the five Web pages as a function of information discrepancy.

<table>
<thead>
<tr>
<th>Web page</th>
<th>Discrepant information</th>
<th>Consistent information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shop</td>
<td>1.90 (0.22)</td>
<td>3.25 (0.20)</td>
</tr>
<tr>
<td>Forum</td>
<td>2.33 (0.24)</td>
<td>2.58 (0.23)</td>
</tr>
<tr>
<td>Institutional page</td>
<td>3.95 (0.19)</td>
<td>4.00 (0.18)</td>
</tr>
<tr>
<td>Commercial information portal</td>
<td>3.14 (0.21)</td>
<td>3.54 (0.20)</td>
</tr>
<tr>
<td>Blog</td>
<td>2.57 (0.22)</td>
<td>2.63 (0.21)</td>
</tr>
</tbody>
</table>

Conclusions
In line with the Documents Model framework and previous research on single-text comprehension, the present results indicate that content-based discrepancies across Web pages stimulate greater source evaluation, such that high-school students mentioned more sources in their summaries and judged the shop as less trustworthy than when the Web pages contained consistent information. Interestingly, in both groups the Web 2.0 sources were judged as less trustworthy, indicating students’ skepticism regarding these type of sources. However, the results are also alarming: first, in the discrepant information condition source references still were very seldom and two-thirds of the students believed in the effectiveness of L-Carnitine to enhance athletic performance. Second, whereas discrepancies led students rate the shop as rather untrustworthy, the commercial information portal that also promoted a commercial L-Carnitine product apparently was not identified as such. Moreover, when only consistent information was provided, the shop was judged as trustworthy as the institutional page of the German Nutrition Society. To conclude, when only retrieving Web pages with consistent information, high-school students do not seem to consider potential biases of information sources in their trustworthiness evaluations. A search engine that provides Web pages with discrepant information on a particular issue among the first few search results (i.e., those that are predominantly selected by searchers), in contrast, might be a way to increase students' source evaluations on the Web.
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Introduction

Diagrams are considered to be effective strategies for understanding and problem solving. For example, Butcher (2006) found that diagrams supported mental model development and comprehension of an expository text. Previous studies have also revealed the mechanism of how the facilitative effects of diagrams can be obtained when diagrams are provided: for example, Larkin and Simon (1987) explained that in diagrammatic representations related information is located in one place (which is not the case with sentential representations), and features like this make using diagrams more computationally efficient.

Although many studies involving diagrams have focused on providing diagrams, students’ construction of diagrams facilitates greater effects on understanding and problem solving. For example, Stern, Aprea, and Ebner (2003) empirically demonstrated that students who actively construct linear graphs as reasoning tools while learning economics evidenced better transfer effects compared to a receptive condition in which learners received the diagrams to use rather than constructing their own. However, the mechanism of how the facilitative effects of diagrams can be obtained when participants are asked to draw diagrams by themselves has not been sufficiently examined.

One reason why constructing diagrams contributes to effective learning may be that the construction process helps students become meta-cognitively aware about what they do not understand while learning the material in question, and this awareness leads to deeper understanding via more careful processing of the information provided in text. The act of constructing diagrams from sentences requires students to create new representations in their mind, and this may help in the elaboration and re-organization of information that they already possess. Thus, using diagrams during
learning of sentential material could cause in students an internal perception of difficulty in understanding (as they may also become more aware of inefficiencies associated with their understanding). Additionally, learning with diagrams may contribute to a deeper understanding of information represented in the material. This study experimentally tested these hypotheses.

**Method**

**Participants**

One hundred and sixteen undergraduates from Chubu University participated in the experiment and received course credit following completion of the experimental session.

**Materials**

An expository text about the human circulation system, written in Japanese and containing 866 script characters, was made from a biology text (Suzuki, Tasaki, & Yamamoto, 1999). Diagrams were excluded in order to investigate the effects of self-generated diagrams on text comprehension.

**Conditions**

Participants were randomly assigned to one of three conditions: diagram, word, or control. The conditions were different in the strategies participants were directed to use in the learning session.

**Procedure**

The experimental sessions were conducted with groups of up to 30 participants at a time. The text was presented on a page of a booklet given to the students. Firstly, the participants were given 10 minutes to silently read and comprehend the text. In the diagram condition, the participants were then required to draw diagrams on an A4 sized blank sheet of paper to summarize the content of the text. The participants in the word condition were asked to use a similar sheet of paper to summarize the text using words. The participants in the control condition were instructed to use their sheet of paper as they liked in order to comprehend the text. After the learning session, the participants in all conditions were required to answer questions including one that assessed their perception of difficulty in understanding. After this, a filler task was administered for 30 minutes, in which the participants were asked to generate two ideas based on 30 news articles. After this filler task, another assessment was conducted to evaluate the participants’ degree of understanding of the material. Among the tasks administered during this session was a task to generate three keywords, which was scored for appropriateness and used in this study as the measure of the participants’ degree of understanding.

**Results**

**Perception of Difficulty in Understanding**

A one-way ANOVA was conducted using the participants’ perception of difficulty in understanding as the dependent variable and the learning condition as the independent variable. The result revealed that the main effect of the learning condition was significant \(F(2, 113) = 7.33, p < .01\). It indicated that the perception of difficulty in the diagram condition was greater than the other conditions \((HSD = 0.49, p < .05)\).

**Keyword Score (Degree of Understanding)**

A one-way ANOVA was conducted using the keyword score (that was used as the measure of understanding) as the dependent variable and the learning condition as the independent variable. The result revealed that the main effect of the learning condition was significant \(F(2, 113) = 6.20, p < .01\). It indicated that the understanding in the word condition was lower than the other two conditions \((HSD = 0.88, p < .05)\).
Discussion

The result concerning perception of understanding demonstrated that the participants perceived greater difficulty when they were asked to construct diagrams during learning of the sentential material. To construct diagrams required them to change their mental representation to a different format, and this likely instigated a need to reconstruct and elaborate the information provided in text. As diagrammatic representations locate related information in one place (cf. Larkin & Simon, 1987), participants would have needed to consider relationships between concepts appearing in different places in the sentential text and to integrate those into new clusters in their diagrams. In this process, they were likely to have realized insufficiencies in their understanding – which may explain why those in the diagram condition perceived greater difficulty in understanding than those in the other two conditions.

However, the perception of greater difficulty during learning in the diagram condition does not mean that they did not understand: the subsequent score in understanding was higher in the diagram condition compared to the condition without diagrams (where they had to use only words). This result supports our idea that participants who were requested to draw diagrams during learning would process information provided in text more deeply (via reorganizing and elaborating) and this would help them better understand the material than participants who did not receive such an opportunity. However, the keywords score of participants in the diagram condition was equivalent to that of participants in the control condition – which does not support our hypothesis. A possible reason for this may be that the time allowed for learning the text (10 minutes) might not have been adequate: despite becoming aware of insufficiencies in their understanding, those in the diagram condition may not have had adequate time to sufficiently reconstruct their understanding of the information provided. The provision of more time to learn and the use of other measurements of understanding (apart from the keywords score) would need to be investigated in future research.
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Abstract. In previous research, much debate has centered around whether animations or pictures facilitate a higher level of learning. The combination of the concept of usability with this research establishes an additional aspect, hardly discussed in previous literature. The aim of the present study was to determine the association of visualization forms to learning outcomes and usability. Participants viewed static pictures with written texts and dynamic videos with spoken texts. After viewing each video and picture, subjects completed usability questionnaires as well as knowledge and comprehensive questions. Dynamic videos with spoken texts showed higher usability while static pictures with written text showed higher learning comprehension. The results could be seen as additional evidence for a higher usability of dynamic videos with spoken texts and indicate their use for motion practices.
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Introduction
The concept of usability is originally a part of the human-computer-interaction research and the major indicators of interest should be the needs and aims of users. Based on the literature of Mangold, Vorderer and Bente (2004), a product of high usability should be characterized by high utility, simple handling and satisfactory for the user. According to Mangold et al. (2004) there are certain criteria of usability, which could be categorized in performance-related (effectiveness and efficiency) and non performance-related criteria (satisfaction, acceptance, favor, fun, entertainment and fascination). In the development of our usability questionnaire, we were guided by two of the most reliable usability questionnaires for the evaluation of software and websites: The Software Usability Measurement Inventory (SUMI) and The Website Analysis and MeasureMent Inventory (WAMMI).

Research concerning the comparison of learning content presentation as static pictures with written text or as dynamic videos with spoken text provides inconsistent findings. On the one hand, Höffler and Leutner (2007) claim obvious advantages of animations concerning learning outcomes with an effect of animations on learning outcomes of $d=.76$ whereas Tversky, Morrison and Bétrancourt (2002) declare themselves strictly against a use of animations in learning contents.

The combination of the concept of usability with the comparison of visualization forms is an additional aspect which was hardly discussed in the previous literature so far. In the current study, we were interested in whether the way of presenting is related to the usability of information given in motion practices. According to the research of Höffler and Leutner (2007) it was assumed that dynamic videos accompanied by spoken texts showed a higher usability than static pictures accompanied by written texts in the context of teaching motion practices and procedural knowledge. Moreover, we examined the coherence of the form of presentation with learning outcomes.

Based on Höffler and Leutner (2007) as well as on Mayer and Moreno (2002), we expected higher learning outcomes by presenting exercises as dynamic videos with spoken text than static pictures with written text.
Method
In order to test our hypotheses, we developed a usability questionnaire and several recall- and comprehension questions concerning the presented content. The usability questionnaire consisted of four different scales. The first scale “effectiveness” (picture: $\alpha = .81$; video: $\alpha = .96$) should measure in which extent a certain target was reached, whereas the second scale “efficiency” (picture: $\alpha = .65$; video: $\alpha = .81$) specified the ratio of costs and extent of target achievement. Furthermore there were two more scales for the “way of presenting” (picture: $\alpha = .69$; video: $\alpha = .80$) and for the “expectation conformity” (picture: $\alpha = .88$; video: $\alpha = .96$). These four scales were finally summed up to the scale “usability” (picture: $\alpha = .90$; video: $\alpha = .89$).

The learning outcome questionnaire differentiated between the two forms of learning outcomes “recall” and “comprehension” and consisted of four different scales plus the scale “prior knowledge”. The first scale “recall video” and the second scale “comprehension video” were summed up to the scale “learning outcome video”. Likewise, the scale “recall picture” and the scale “comprehension picture” were summed up to the scale “learning outcome picture”. The scales had low alpha scores. However, we didn’t expect internal consistency to be high because of the broad variety of aspects we asked for.

In a within-subjects design, twenty-five learners participated in our standardized online study, in which all subjects ran through both conditions (the video as well as the picture condition) and answered the same questions concerning the presented motion practices. First, the participants were asked to score the usability of the shown visualization forms whereas they had to learn the information of the given motion practices in the second part. Therefore, in the picture condition the subjects were requested to look accurately at the static picture as well as to read the written explanatory text below the picture. In the video condition, their task was to concentrate on dynamic videos with spoken text. The videos and pictures contained information about the same four types of motion practices to advance the abdominal muscular system, the back muscles or the core muscles (example in figure 1), whereas the difficulty level of all motion practices was equal.

![Example of a motion practice](image)

Two separate ANOVAs with repeated measures with the way of presenting as independent factor were used to analyse usability and learning outcomes as dependent variables.

Results
The analysis of the given data with an ANOVA for usability revealed an expected main effect for the visualization form: The usability score was significantly better for the videos ($F(1, 24) = 8.58, p = .007, \eta^2 = .26$). The visualization as dynamic videos reached an average score of 4.41 ($SD = .56$) in usability, whereas the visualization as static pictures only scored with an average of 4.20 ($SD = .61$) on usability.

The second ANOVA for learning outcomes indicated no significant main effect of the way of presentation in the expected direction ($F(1, 21) = .68, p = .42, \eta^2 = .03$). However, a main effect of presentation mode on comprehension in non-expected direction could be observed ($F(1, 21) = 4.37, p =$
The visualization as dynamic videos reached an average score of .70 (SD= .28) in comprehension, whereas the visualization as static pictures scored with an average of .84 (SD= .16) on comprehension. Concerning the learning outcome, a marginal significant main effect could be shown, however in non-expected direction (F(1, 21)= 4.07, p= .06, η²= .16).

**Discussion**

To summarize the results, dynamic videos accompanied by spoken texts showed a higher usability than static pictures accompanied by written texts, but did not turn out to induce higher learning outcomes. According to Höffler and Leutner (2007), there could be shown that the usability of learning material on procedural-motor knowledge can be successfully supported by dynamic visualizations. But contrary to Höffler and Leutner (2007), static pictures accompanied by written texts evoke a significantly better comprehension performance as well as marginal significant higher learning outcomes. Thus, as indicated by Tversky, Morrison and Bétrancourt (2002), animations do not show advantages concerning learning outcomes in comparison to static pictures. One explanation for those findings is a possible cognitive overload for the learner’s, provoked by the fast sequence of pictures in dynamic videos. Moreover, those results could be due to a higher distractibility of learners caused by an animated presentation by focusing on irrelevant details instead of the mere learning aspects (Höffler, & Leutner, 2007).

Further research needs to investigate whether these findings could be replicated in laboratory settings with a between-subjects-design with counterbalanced motion tasks each presented static and dynamically. Moreover, we should include and vary the second factor, modality of text presentation and improve the scales for learning outcomes. An interesting question for further research is also to include learner’s prior knowledge. In any case, these findings are an additional evidence for the presented approach: The combination of the concept of usability with the comparison of visualization forms.

**References**


Biology Teachers’ Professional Knowledge of Diagrams

Lena von Kotzebue, Claudia Nerdel
Technische Universität München, TUM School of Education, Fachdidaktik Life Sciences
Schellingstraße 33, 80799 München, Germany
lena.kotzebue@tum.de & claudia.nerdel@tum.de

Abstract. The analysis and construction of scientific graphs is an important attribute of the quality of scientific instruction. A current literature review identified graph-specific components of the teachers’ professional knowledge based on two aspects: knowledge of graphs and models of teachers’ professional action. Prospective biology teachers should have knowledge of these rules for the construction and interpretation of diagrams mentioned above. In addition to the identification of these components, we will develop subject-specific tests to be able to measure and operationalize these components. The first results of the pilot study will be presented at the EARLI SIG 2.
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Instruction

The analysis or construction of scientific graphs is an essential skill required in a school or scientific context and is becoming increasingly important in today’s media age. Scientific graphs, however, are not intuitively comprehensible representations (Dreyfus & Eisenberg, 1990). Therefore quite a few students can neither understand these graphs properly nor use them effectively (Baumert, Stanat, Demmrich, 2001). In order to overcome these difficulties and to benefit from the advantages of scientific graphs, the interpretation and construction of these representations should be taught in scientific instruction. The teachers will be responsible for this knowledge transfer. Accordingly, teachers have to understand scientific graphs and they have to know how to use them in scientific instruction to get the benefit out of these representations. Due to this fact both the content knowledge (CK) of scientific graphs and their pedagogical content knowledge (PCK) play an essential role for prospective teachers. A study by McElvany and others (2009) found, however, that teachers often fail to correctly evaluate the difficulty of the tasks as well as the students’ achievements when these use instructional images as learning media.

Theoretical Background

Professional knowledge is an influential variable for successful teaching (Borowski, Neuhaus, Tepner, Wirth & Fischer, 2010). This knowledge refers to all theory-based parts of knowledge that teachers acquire during their training and the lessons they give at school (Clandinin & Connelly, 1995). The professional knowledge of a teacher is typically divided into three domains: content knowledge (CK), pedagogical content knowledge (PCK) and pedagogical knowledge (PK) (Schulman, 1987). In the following, it will be dealt with subject-specific components of the domains CK and PCK. Both are examined in this study.

Content Knowledge:

a) Expert knowledge concerning the contents: profound background knowledge on the topics discussed in class is essential for the correct interpretation of the scientific graphs.

b) Methodological knowledge: the appropriate analysis or construction of scientific graphs refers to the three components of diagram competence as defined by Lachmayer, Nerdel and Prechtl (2007): the extraction of information from and the construction of scientific graphs as well as the integration of information derived from texts and diagrams.
Pedagogical Content Knowledge:

a) Knowledge of the pupils' cognition: the teachers' knowledge about the pupils' difficulties or their misconceptions concerning the topic; furthermore, their ability to recognize and correct the pupils' methodological problems with scientific graphs.

b) Knowledge of the correct use of assignments: the choice of tasks with text and scientific graphs to structure the instruction. The teachers' knowledge of the cognitional potential of the tasks is essential for the appropriate use of scientific graphs in the lessons.

c) Knowledge of subject-related instructional teaching methods: aims, contents and methods should be developed as a coherent approach which ensures clear evidence of the interaction between the components.

Research Questions and Hypotheses
The question arises if (prospective) biology teachers already possess such theory-based professional knowledge of how to use such graphs in their lessons more effectively. We assume that (prospective) biology teachers have a profound content knowledge which they have acquired during their studies and teaching training.

We suppose, however, that they have insufficient pedagogical content knowledge as the appropriate use of diagrams is not on the agenda of the teaching training at university and in schools. Thus teachers are not taught how to deal with conceptual change, i.e. they do not know how to reason about students' unobservable mental states that these use to predict and explain others’ actions. Frequently, the teachers’ diagnostic competence is not well-developed. This presumption is in line with a study by McElvany et al. (2009).

Research Design and Methodology
In the pilot studies tests are constructed to analyse the factors of teachers’ professional knowledge with regard to scientific graphs in biology mentioned above. The first pilot study assessed the content knowledge (CK) of photosynthesis and graphs, e.g. a subject-specific test of photosynthesis was developed to analyse the knowledge of scientific diagrams. The test is divided into three parts. It measures the knowledge of the topic photosynthesis (content knowledge - topic, CKT), methodological knowledge of using diagrams without the topic (content knowledge – method, CKM) and at last the use of diagrams in the aspects construction of scientific graphs and the integration of texts and graphs relating to photosynthesis (CKD). In this first pilot study 217 students participated.

A CFA model (estimator: WLMSV) was executed to validate these components of the theoretical model and to examine their relationships. The model provides five latent factors: CK (4 Items) and CKM (7 Items) as predictors for CKD. Furthermore, CKD was divided into three latent factors (1) construction of graph, information is provided by a text dealing with photosynthesis (CKD-C; 6 Items); (2) interpretation of graph by integrating the information of text and graph (CKD-II, 3 Items); (3) construction of graph by integrating the information of text and graph (CKD-CI, 3 Items). Correlations between CKD-C, CKD-II and CKD-CI were tested, too. The data were analysed by Mplus 6.11.

In a second pilot study the three components of the PCK will be analysed. At the moment the test is carried out with 200 students. Both parts of the test will be revised evidence-based and used in the main study to achieve a common model for all components mentioned above.

First Results and Discussion
The first study tested the students’ content knowledge (CK) on scientific diagrams. The influence of knowledge of photosynthesis (CKT) and methodological knowledge of graphs without a topic (CKM)
on the construction of scientific graphs and the integration of texts and graphs of the topic photosynthesis was measured. Figure 1 shows the correlations between the latent variables in detail.

![Figure 1. Correlations between the latent variables](image)

The latent variables *construction* and *integration* of the model by Lachmayer et al. (2007) were confirmed. In our model integration was divided into two parts, namely CKD-CI and CKD-II. The knowledge of the topic photosynthesis predicts the integration of texts and graphs. The regression coefficient of content knowledge (CKT) is larger if the task requests a text (CKD-II) instead of a diagram (CKD-CI) as its solution. Furthermore, methodological knowledge of diagrams (CKM) predicts the construction of scientific graphs (CKD-C) as well as the integration of texts and graphs if the task requests a further diagram as its solution (CKD-CI). The regression coefficient for the prediction on integration is smaller because elements of the diagram that have to be constructed are already shown in the task. If the whole graph has to be constructed, students have to take the framing of the graph (axis, scales, legend etc.) into account, too. These findings are in line with Lachmayer (2008). Details of the CFA model and further results for PCK will be presented at EARLI SIG 2.
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Abstract: This study investigated the influence of interaction gestures on a multi-touch-table (MTT) with regard to category learning. During learning participants learned to categorize Renaissance and Baroque paintings either by moving them over the display of the MTT (dragging gesture) or by pressing a marked field on the display representing an art epoch (tapping gesture). Moreover, the pressure necessary for interaction with the MTT was varied (low versus high). Subsequent to learning, participants had to categorize known and novel paintings. Two hypotheses were tested: Based on the idea of a Gestural Conceptual Mapping, it was hypothesized that the tapping gesture will be more beneficial for learning due its discrete character resembling the binary nature of categorization tasks. However, following an Embodied Metaphor approach, the dragging gesture should facilitate learning due to its similarity to the real world experience of sorting physical objects into piles. Results supported the embodied metaphor approach.
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Introduction

Novel technologies like multi-touch-tables that enable learners to directly manipulate external representations with their body without using interaction device offer new options in designing learning environments. However, this leads to the issue of how these new options (like gesture-based interaction) should be deployed to support educational goals. Recently, growing evidence has been provided that gestures can affect thinking and learning (e.g., Goldin-Meadow & Beilock, 2010; Goldin-Meadow, Cook, & Mitchell, 2009). Segal (2011) coined the term Gestural Conceptual Mapping to describe the idea that learning can be supported by means of gestures that are congruent to mental processes necessary to achieve a learning objective. She observed children’s performance in arithmetic tasks (involving discrete processes) and numerical estimation tasks (involving continuous processes) and found that discrete gestures supported arithmetic tasks whereas continuous gestures supported numerical estimation tasks. Based on the idea of a Gestural Conceptual Mapping, it can be hypothesized that other discrete processes, such as categorizing objects (biological, historical or other taxonomies) might also benefit from discrete gestures. For instance, tapping on a category might be a prototypical discrete gesture to support processes of categorization. On the contrary, one could argue that categorizing objects by means of a continuous gesture like moving these objects virtually to a place representing a category is much more similar to the action of sorting real physical objects, such as sorting papers on different piles or toys into different boxes. Therefore, it could be argued that a continuous gesture that forces learners to really move an object to a category is more suitable to support category learning because it uses an embodied metaphor for the mental process of categorization. The concept of an embodied metaphor is rooted in the Conceptual Metaphor Theory of Lakoff and Johnson (1980) as well as in the Embodiment Hypothesis claiming that thought is grounded in bodily experiences (Barsalou, 1999). Recent studies yielded embodied metaphors for different concepts: Boroditsky (2000), for example, provided evidence for the assumption that time is understood as space. Boot and Pecher (2010) showed that similarity is understood as spatial proximity. Most recently, Boot and Pecher (2011) demonstrated that the concept of categories is represented by means of a container schema. They presented pictures inside or outside a frame in order to activate the container schema and found that this influenced performance in congruence with the metaphorical mapping hypothesis (same category—inside bounded region; different category—not in same bounded region). In sum, there are two conflicting theoretical accounts that allow deriving predictions on the
effectiveness of MTT interaction gestures for category learning: Based on the idea of a Gestural Conceptual Mapping, learning should be more efficient when interaction gestures are congruent to the mental process necessary for learning. According to this approach, category learning should benefit from a discrete tap gesture that is aligned to the discrete character of the categorization process. On the other hand, moving objects to places that represent categories can be considered similar to the real world experience of sorting objects and might, therefore, serve as an embodied metaphor for the mental process of categorization. Based on this idea, category learning should be facilitated by using a continuous drag gesture.

Methods
Sixty-five participants (mean age = 24.92; SD = 4.62) with low prior domain knowledge individually participated in this study. The experiment consisted of a learning phase at the MTT and a testing phase using a laptop computer. The learning task was to categorize paintings according to their epoch (Renaissance or Baroque). In the learning phase at the MTT, participants were first presented with general information on Renaissance and Baroque paintings. Characteristic features of Renaissance and Baroque art were explained. Subsequently, subjects had to sort 14 randomized example paintings of each epoch into the right category. Paintings were entitled with the epoch they belonged to and subjects were instructed to reflect on the characteristics features introduced during sorting. During the testing phase, the 28 paintings known from learning phase and 28 novel paintings were presented in a randomized order and participants had to categorize them in a forced-choice task. We used a 2x2x2x2-design with the between factors interaction gesture (dragging a painting with the forefinger over the surface of the MTT into a category versus tapping on a place representing the category so that the painting would move automatically in the direction of the category as long as the category was touched) and necessary pressure for interaction (low versus high pressure needed to move objects) and the within-factors transfer distance of test items (known versus novel paintings) and epoch (Renaissance versus Baroque). Notice that for both interaction gestures the direction and length of the movements of paintings were the same, as was the visual information: In both groups, participants saw the painting moving to the category. To guarantee that learning took place simultaneously with the motoric activity, paintings were presented blurred and only became clear if the MTT was touched with enough pressure according to the respective gesture. As a result, the presentation time of a clear painting was held constant across conditions. The level of pressure necessary was additionally varied. As dependent variables response accuracies and reaction times in the test phase were used.

Results
Subsequent to an item analysis, test paintings with a mean response accuracy below 50 % or above 95 % in any experimental group were excluded from the analysis, resulting in 47 test paintings. We submitted the response accuracies and the reaction times on valid responses for test paintings to two mixed-design ANOVAs, one based on participant variability (F1), the other based on item variability (F2). There was no speed-accuracy trade off. Accuracy and reaction times correlated negative in all groups. Response accuracies between the two gesture groups showed higher response accuracies in the dragging conditions than in the tapping conditions (dragging: M = 84.89 %, SD = 6.52 %, tapping: M = 80.05 %, SD = 10.20 %; F1 (1, 61) = 5.17, p = .027, η = .275; F2 (1, 43) = 22.27, p < .001). Response accuracies did not significantly differ between the two pressure groups in the F1 (“low pressure”: M = 83.82 %, SD = 8.56 %; “high pressure”: M = 81.01 %, SD = 9.09 %, F1 (1, 61) = 1.91, p = .17, but in the F2, F2 (1, 43) = 4.51, p = .04. With regard to reaction times, no effects of gesture or necessary pressure were found. Not surprisingly, there was an effect of transfer distance, F (1, 71) =
56.09, *p* < .001. Paintings that were known from learning phase were categorized faster than novel paintings. Also, there was an interaction of transfer distance and necessary pressure, *F* (1, 71) = 4.52, *p* = .037. Further, an effect of epoch was found, *F* (1, 71) = 20.11, *p* < .001, as well as an interaction between epoch and transfer distance, *F* (1, 71) = 7.33, *p* = .008. There were significant differences between known and novel paintings for both epochs but the effect of epoch was only significant for novel paintings.

**Discussion**

First of all, the results provide evidence that the metaphorical meaning of interaction gestures matter for category learning on a MTT. This is an important finding, as there are only few studies showing a difference between gestures that transferred from a learning period to a test period (for example Goldin-Meadow et al., 2009). In particular, it was found that categorizing by dragging exemplars to a category is more beneficial for learning than tapping onto the right category. This result supports the embodied metaphor hypothesis postulating that the mental process of categorizing is grounded on the bodily experience of sorting physical objects into different places. Additionally, it provides further evidence for Boot and Pecher’s (2011) assumption that the mental representation of the concept categories is represented by means of a container schema. Our finding of a learning advantage for the dragging gesture is not trivial, as the discreteness of the tapping gesture could have been beneficial, too. We did, however, not found any support for the Gestural Conceptual Mapping approach in this study, which requires further investigation. For instance, it is possible that categorization in our task was not as discrete as one might think. There might have been a “continuity of belonging to an epoch”. Besides, there is also the possibility that both gestures facilitated learning because of different characteristics but that the dragging gesture was nevertheless superior. Future research has to further clarify these issues.
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Abstract. Box plots have been increasingly present in academic, education and professional contexts. Recent studies, however, have shown that students have various difficulties interpreting these external representations for data distributions. In this study we focused on the misinterpretation of the area of the box plot as representing the number of observations in that interval. Using a dual process approach, we found that this misinterpretation is caused by heuristic reasoning based on the saliency of the area in box plots.
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Theoretical and Empirical Background

Box plots are used increasingly in academic, education and professional contexts. However, studies have shown that students have great difficulty interpreting these representations of data distributions correctly (e.g., Lem, Onghena, Verschaffel, & Van Dooren, 2011, in press). Lem et al. (in press) suggested that students might reason intuitively or heuristically when interpreting box plots, considering the area of the box as representing the number or proportion of observations, while it represents density. This can be explained by Tversky’s (1997) graph design principle on the use of space in graphs, which suggests that space should be used in a natural way as people tend to interpret for example area as an indicator of frequency or another relevant variable. Applied to box plots, we see that area does not represent frequency, but rather density.

According to dual process theories, two different types of reasoning can be employed when confronted with a task: heuristic and analytic reasoning. Heuristic processes are described as unconscious, automatic, fast, and undemanding; analytic processes as conscious, slow, deliberative, and effortful (Evans, 2008). Heuristic processes are frequently used, often leading to the correct solution. However, when heuristic reasoning leads to an incorrect solution, analytic reasoning is necessary. Then, the heuristic error needs to be detected and inhibited. According to the revised and extended heuristic-analytic model of Evans (2006), when an error has been detected in the heuristic reasoning process, (irrelevant) salient task features can still cause interference in the analytic stage of the reasoning process. Applied to box plots, the first impression is possibly that the larger part of the box represents the most observations. Even if one then starts to reason analytically, the influence of this first impression may not disappear, possibly leading to an incorrect response.

Method

Participants were 118 first year university students at KU Leuven. All students had completed the same introductory statistics course several weeks before participation, covering box plots and descriptive statistics among various other topics. The students participated in return for course credit.

Participants solved 40 items in which they were given two box plots representing fictional exam scores of two classes. They had to determine in which of the classes more students scored higher than ten out of twenty. In the 16 congruent (C) items the heuristic response was the correct one, while in the 24 incongruent (IC) items the heuristic response was different from the correct response, making analytic reasoning necessary. Figure 1 provides an example of a C and an IC item.
Congruent item  |  Incongruent item
---|---
![Congruent Item](image1.png) | ![Incongruent Item](image2.png)
Correct: lower box plot (with higher median) | Correct: lower box plot (with higher median)
Heuristic: lower box plot (with larger area) | Heuristic: upper box plot (with larger area)

Figure 1. Example of a congruent and an incongruent item with correct and heuristic response

The same items were presented in a version in which the area of the box was more salient (e.g., higher and grey) and a version in which the area was less salient (e.g., lower and white). The saliency of the area of the box was varied randomly between subjects.

The participants were divided over three conditions. In the **heuristic condition**, the response time was restricted to 5000ms in order to prevent analytic processing to occur (or at least to complete). In the **analytic condition**, the use of analytic processes was encouraged: Participants had unlimited response time, were warned about the possible difficulties in interpreting graphs (with an example of an IC line graph item) and to carefully check their response before typing it in. The **control condition**, finally, did not have a limit on the response time, and did not get the warning of the analytic condition.

After the experiment, students were asked to answer ten questions about box plots. They had to name all elements of the box plot, explain what they represent, and they were asked to write down which percentages of the data were represented in the different parts of the box plot. This enabled us to assess whether incorrect responses in the experiment could be due to a lack of knowledge, rather than to the incorrect use of certain heuristics.

Dual process theory enabled us to make several predictions. First, we predicted higher accuracy for C items than for IC items, as in the IC items heuristic reasoning would not suffice. Second, we predicted most correct responses in the analytic condition and least correct responses in the heuristic condition, as the task conditions made it difficult to successfully employ analytic reasoning in the heuristic condition, while analytic reasoning would be activated by the warning given to the students and students would get time to complete this reasoning. Third, we predicted that salient items would be solved less well than non-salient items. Fourth, we predicted shorter reaction times to salient items than to non-salient ones, as the salient area of the box would lead to a fast conclusion based on this salient feature. Fifth, we predicted correct responses to C items to have faster reaction times than correct responses to IC items, as in IC items slower analytic reasoning is necessary to find the correct response. Finally, we predicted students’ performance on the box plot knowledge test to be high.

**Results**

A generalized linear mixed model analysis with accuracy as dependent variable was conducted to test the effect of congruency, saliency, and condition, as well as their interaction effects. We found a main effect of congruency, but not of saliency and condition. This main effect of congruency was in line with our first prediction: Accuracy was higher (89.7%) for C items than for IC items (61.7%). Surprisingly, our second prediction, concerning the effect of condition, could not be confirmed. We also found an interaction effect of saliency and congruency, congruency and condition, and of saliency, congruency, and condition. The interaction of saliency and congruency shows that saliency did not have an effect when solving C items, while it did when solving IC items. IC items were solved better (66.6%) with non-salient box plots than with salient box plots (59.4%). This follows our third
prediction. The interaction between condition and congruency can also be explained by dual process
theories as the effect of congruency was largest in the heuristic condition, in which students had less
time to overcome their heuristic response.

A generalized linear mixed model with the log reaction times of the correct responses as dependent
variable was used to test the main effects of congruency, saliency, and condition, and the interaction
effects between them. Three main effects were found. Salient items were solved faster (3014ms) than
non salient items (3342ms), IC items were solved slower (3355ms) than C items (3002ms), and the
heuristic condition was fastest (1934ms), while the analytic condition was slowest (4209ms). These
main effects confirm our fourth and fifth prediction. The interaction effect of saliency and condition
was also significant: The effect of saliency was largest in the control condition. Furthermore, the
interaction of congruency and condition was significant: The effect of congruency on reaction time
was largest in the control condition.

Finally, on average, students scored 94% on the box plot knowledge test, with 75% of all students
answering all 10 questions correctly, confirming our final prediction. This shows that these students
possessed the necessary knowledge to correctly solve the items in this experiment.

Discussion
From this study we can conclude that the misinterpretation of box plots under study is not due to a
lack of knowledge about box plots, but rather to inappropriate heuristic reasoning processes based on
the salient feature area of the box plot. We have shown that Tversky’s (1997) graph design principle
on the use of space is an important factor that impedes the correct interpretation of box plots.
Moreover, this principle seems to form the basis for heuristic reasoning processes. This suggests that
there is, from a cognitive perspective, something fundamentally wrong with the design of box plots.
Future research should investigate alternative designs of box plots and their effect on students’
misinterpretations. Suggestions for alternative box plots can be found in Tufte (1983). Also studies
with different groups of students or expert users of box plots would be interesting.
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Abstract. When secondary school students use simulations for physics learning, they have to read and understand the visual representations displayed in these educational tools. In this study, we analyse how students read three physics simulations and we identify the difficulties involved in this reading process, intending to relate them with their understanding of the three physics models which are expected students will construct supported by the use of each of the simulations. We have analysed these visual representations through different perspectives (social semiotics, psychology and science education) and we have carried out individual interviews in order to identify, categorize and analyse the most relevant visual features that bring up reading difficulties. Our final aim is to support science teachers to develop critical visual reading in the science class.
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Rationale
Many secondary school physics teachers use free online available educational simulations (ES) for physics instruction because these educational tools include visual representations (VR) that can be very useful for enhancing students’ comprehension of scientific models (Smetana & Bell, 2011). Teachers usually assume that these visual representations are always correctly read by students, and this leads teachers to think that the understanding of simulations’ content (scientific models) is granted. However, previous researches on science education have shown that when students read scientific VR, they understanding may differ from the original meaning. It affects to the conceptual understanding of the scientific models which are expected to be learned by students (Ametller & Pintó, 2002; Cook, Wiebe, & Carter, 2008).

In this context, our research question is: Which reading difficulties appear when 14-16 years old students use some physics’ educational simulations?

Theoretical framework
Difficulties in the reading of VR have been studied and their results have been often stated as general principles. Social Semiotics has analysed the visual grammar of images, the compositional structure, the salience, the framing and the modality makers (Kress & van Leeuwen, 1996). Gestalt Theory analyses self-organizing tendencies of human brain and their influence in reading images (Winn, 1994). Multimedia learning theory has developed some general principles about learning with multimedia materials (Mayer, 2001). Studies on animated visual representations have analysed the effect of dynamism in the reading process (Lowe, 2003);and the theory about multiple external representations (MER) has analysed the design, functions and tasks of MER (Ainsworth, 2006).

Methodological design
The research methodology adopted in this study is qualitative since we are doing a diagnosis study that should inform us about the existence of reading difficulties but not a study about the prevalence of these difficulties.

First of all, we selected three simulations from an online library (http://phet.colorado.edu/). The selection process was done according to some curricular and educational criteria: content level, modality of their representations and minor importance of mathematics formulism. The three selected simulations were about heating by friction (A), electromagnetic induction (B) and propagation of
sound through mechanical waves (C). Later on, we developed a visual and content analysis of the three simulations in order to identify their relevant features, which were listed in a codification system.

Table 1: Three selected simulations

<table>
<thead>
<tr>
<th>A: Heating by friction</th>
<th>B: Electromagnetic induction</th>
<th>C: Sound as a wave</th>
</tr>
</thead>
</table>

We selected 40 students (14-16 years old) with some prior knowledge about these three scientific topics but not expert on them. We carried out a 20 minutes individual semi-structured interview per student, which were video-recorded, transcribed and analysed through the software Atlas.ti. During the analysis process, we selected, coded and classified pieces of the interview according the previous codification system based on the visual features of the simulations. At the end of this process, we generated a collection of difficulties faced by students during the reading process that we collapse into six independent dimensions (See Table 3).

Table 2: Example of analysis process for one specific analysis unit for simulation A

<table>
<thead>
<tr>
<th>Relevant feature of simulation A</th>
<th>Quote</th>
<th>Researcher comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two surfaces in contact are represented, and students are asked to rub them. Then, some represented particles increase their vibration (microscopic representation of temperature rising) but some other particles disappear (mesoscopic representation of the surface erosion of any friction process).</td>
<td>R: So, what can you observe when you rub the surfaces? S: I can observe the evaporation of some particles. R: Evaporation? S: Yes, some particles leave the screen.</td>
<td>This student confuses erosion with evaporation. She has problems to distinguish between two different dynamic representation that have different modality because two different scientific scales (mesoscopic and microscopic).</td>
</tr>
</tbody>
</table>

Results

The following table summarises the categories that allows us to answer the research question about which reading difficulties appear when students use the three physics’ educational simulations:

Table 3: Summary of the most relevant difficulties in reading each simulation.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Reading difficulty</th>
<th>Examples from simulation A, B or C</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1. Compositional structure of the VR and framing of its visual elements</td>
<td>Not connecting the different parts of the compositional structure</td>
<td>Lack of recognition of the interdependence of the elements of an electric circuit (B)</td>
</tr>
<tr>
<td></td>
<td>Not identifying one of the parts of the compositional structure</td>
<td>Interpreting the ground black square as a box (C)</td>
</tr>
<tr>
<td>D2. Salience of the visual elements of the VR</td>
<td>Over-attention to surface features</td>
<td>Interpreting the behaviour of the system in terms of the colour of the magnet (B)</td>
</tr>
<tr>
<td></td>
<td>Over-attention to the text</td>
<td>Trying to explain the visual information in terms of the embedded text (A)</td>
</tr>
<tr>
<td></td>
<td>Over-attention to the decorative elements</td>
<td>Interpreting the decorative shine of atoms as the atom’s nucleus (A)</td>
</tr>
<tr>
<td></td>
<td>Confusing different scientific</td>
<td>Confusing corpuscular and continuous</td>
</tr>
</tbody>
</table>
D3. Modality and visual value of the visual elements of the VR models of matter (A)

| Confusing different scientific scales | Confusing meso, micro and macro scales (A) |
| Confusing extensive and intensive ranges | Confusing atoms representation with atoms existence (A) |
| Confusing different visual values | Conceptualizing magnet-field lines as real objects (B) |

D4. Dynamism of the visual elements of the VR and

| Confusing between position and movement of visual elements | Interpreting the behaviour of the system in terms of position instead of in terms of movement (B) |
| Non-perceiving the non-linear changes | Lack of perception of the asymptotic rate of decrease of the thermometer (A) |

D5. Interaction and relationship between multiple representations

| Non-connecting complementary information | Lack of connection between particles representation and wave front representation (C) |
| Non-discriminating different information presented at time | Confusing particles vibration and particles leaving (A) |

D6. Distortion of the visual elements of the VR

| Distorted perception of the shapes | Considering that the central hole of the coil implies that the circuit is opened (B) |
| Distorted perception of the movement | Visual confusion between frequency of vibration and velocity of propagation (C) |

Conclusions

A wide range of typologies of reading difficulties have been identified, and each difficulty is associated to one or more visual features. There has been evidenced that science’s specificities (such as models, scales and the nature of scientific representations) play an important role in the reading process. Thus, general statements about difficulties in reading images have to be reviewed from the content point of view.

Furthermore, although these difficulties come from specific simulations around three scientific topics, it has been possible to infer categories that appear in different situations, and for this reason they could be extrapolated to other physics’ simulations. For example, the reading difficulty that we had classified as “Confusing different scientific scales” can potentially appear in other situations where students use a simulation that include representations of different scales. In the future, we expect to be able to formulate more general patterns.

Finally, once again we realise the important role of the critic reading of images that teachers should develop when their students use scientific simulations, scaffolding the images’ reading process.
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Abstract. This study was aimed at exploring the processes involved and the results attained by undergraduates in understanding information from multiple sources on two different tasks: reading/reading and writing a synthesis. The participants were 161 undergraduates –females and males- in Psychology. All of them were asked to read three texts about intelligence, and to answer a prior knowledge questionnaire –before reading- and a comprehension test –after reading-. The experiment was designed based on two different conditions: task (reading/reading&synthesis) and media (performing the task on paper or computer). Three ANOVAs were conducted with task and media as independent variables and global, superficial and deep comprehension as dependent variables. No significant differences were found between tasks. Significant differences were found on deep comprehension for media condition in favor of the students who did the task on paper.

Keywords: reading, written synthesis, reading comprehension, higher education

Understanding and integrating information from various sources, identifying the relations between them (contrasting positions, complementarity, causality, chronology, etc.) is a cognitively demanding skill (Mateos & Solé, 2009; Nelson Spivey, 1997). As opposed to what is required in reading a single source, a reader faced with several documents needs to find –and often create- a common thread enabling him or her to organise information from texts that may differ in important respects (structure, contents, length, density, genre, etc.) (Boscolo, Arfé & Quarisa, 2007; Segev-Miller, 2007). It is commonly thought that the intrinsic complexity of dealing with multiple sources can be mitigated by the use of writing: note-taking, making summaries and outlines, etc. Various studies have found that producing a synthesis that integrates different items of information enables people not only to retain, but also to elaborate and organise the information they have read in greater depth. Consequently, producing a synthesis would be expected to lead to a more complete and deeper understanding of texts than producing other types of text or just reading. Also, most students are faced with using ITC to perform reading and writing tasks, therefore there is a special interest in comparing the effect of both media -paper&pencil and computer- in the reading and writing processes and results students follow and obtain. Several studies have found that, when students are asked to read extended, difficult reading passages –as is the case of this study, those who perform the task on paper tend to obtain better results than those who perform on computer (Murphy, Long, Holleran & Esterly, 2003; Paek, 2005).

The aim of the study reported here was to examine the processes employed and the results attained by university students in understanding information from three texts on two different tasks: a) reading
and b) reading and producing a written synthesis. The initial hypothesis was that the students who read the texts and produced a synthesis of them would achieve better comprehension outcomes than those who were asked only to read the texts. A secondary aim was to test whether using paper or using computer software had any influence on the comprehension results; we expected that the students who did the task on paper would obtain better comprehension results than those who did it on a computer.

Method
All 161 participants (121 women and 40 men) were first-year undergraduates in Psychology at a state-run Spanish university who volunteered to take part in the study.

Table 1: Sample distributed by media and task

<table>
<thead>
<tr>
<th>Media / Task</th>
<th>Paper and pencil</th>
<th>R &amp; A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reading</td>
<td>39</td>
<td>40</td>
</tr>
<tr>
<td>Reading &amp; Synthesis</td>
<td>43</td>
<td>39</td>
</tr>
</tbody>
</table>

The groups who performed the task on a computer used Read & Answer software (Vidal-Abarca et al., 2011) which enabled data to be collected on the participants’ reading and writing processes.

Three complementary texts about the current conception of intelligence, taken from thoroughly reliable sources, were adapted for the study. The first was an argumentative piece making a case for theories upholding the diverse character of intelligence as against unitary theories, and contained 973 words. The second, an expository piece, presented Gardner’s theory of multiple intelligences (909 words). The third, which was also expository (611 words), presented Sternberg’s concept of successful intelligence. Understanding thoroughly these three texts involves comparing, contrasting and integrating information across them. In addition, the following instruments were produced: a prior topic knowledge questionnaire consisting of 21 items (α=.50) and a 39-item test to evaluate the comprehension attained after reading the texts (α=.60). The comprehension test included questions of different levels of complexity –superficial understanding (α=.53), deep understanding and use of knowledge (α=.46). On both the prior knowledge questionnaire and the comprehension test, the students had to indicate whether the statements were true or false, and the total number of correct answers was considered.

Before the tasks were administered, the appropriateness and relevance of the source text topic and the type of instruments prepared were assessed by a panel of experts. A pilot study was also carried out to obtain additional information as to their appropriateness.

The data for both tasks (reading/reading & synthesis) and both media (paper/R&A) were obtained in collective sessions lasting approximately 90 minutes. The sessions for the participants using R&A were held in a computer classroom, and those for participants using paper, in an ordinary classroom. The instruction for the synthesis condition was: “You have to write a text including and, above all, integrating, what is most important in the texts you have read on the topic (which is intelligence)”.

Enough researchers were present to deal with any possible problems arising during the performance of the tasks. On both tasks and in both media the participants were allowed to spend as much time as they wanted on reading and on producing their written texts. Only when they decided to answer the reading comprehension test the source texts were made inaccessible.

Results
To test our hypothesis, we conducted three analyses of variance (ANOVA), with media (paper/R&A) and task (reading/reading & synthesis) as independent variables and global comprehension, superficial and deep comprehension questions as the dependent variables. Significant differences were found on the deep comprehension questions from the comprehension test for media condition ($F_{(3,157)} = 4.62, p <$
\( MSE = 5.53, \eta^2 = .029 \); the students who did the task on paper achieved higher results than those who did it on the computer. No significant differences were found for superficial and global comprehension.

Contrary to our hypothesis, we found no difference between the comprehension outcomes of the students who did the read-only task and those who also produced a synthesis. This rather unexpected finding will be discussed in the light of the qualitative analyses we are carrying out. These analyses focus, on the one hand, on the participants’ reading processes (accessible for the subsample that did the task using computer software) and, on the other, on the characteristics of the written text the participants actually produced when asked to synthesize and compare the arguments in the texts. The preliminary results of these analyses seem to indicate that both variables (the reading process in which the participants engage and the characteristics of the text they produce) are crucial to explain the comprehension outcomes. If these results are confirmed, this will be an argument for the need for detailed analyses of the reading and writing processes in which participants engage, as part of any research on tasks similar to those investigated here in order to determine the scope of its results.
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Abstract. This research deals with exploring undergraduate students’ reading beliefs and highlights some of the strategies that can be used in the construction of a questionnaire. Once our theoretical framework and the definition of the construct of interest took shape, we used three different information sources to select and create items; one of these sources is related to a qualitative study we carried out to explore preliminary ideas about reading in a sample of 32 participants. Afterwards, we analyzed the content validity of a pool of 74 items using a derivation of the Content Validity Index to calculate interjudge agreement; this analysis led to a preliminary proposal for a 60-item questionnaire. We have been carrying out a pilot study in a sample of 60 participants in order to select the final items and pre-analyze the metric properties of the instrument.
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The following work exposes a research project in progress aimed at creating a valid, reliable questionnaire to explore the undergraduate students’ reading beliefs, taking into account a complex, interactive, epistemic view of reading (Adams & Collins, 1979; Solé, 1992).

Over the last years, various research has been focused on the study of students’ beliefs about the nature of knowledge and how it is acquired as well as the instruments they use to acquire it, such as reading or writing, as a relevant factor which may be useful to explain how students represent and face learning situations (e.g.; Mateos et al., 2011; Schommer, 1990; Schraw & Bruning, 1996). This is a relatively new file of study, not exempt of debate and controversy, both with regard to the nature of these beliefs and the ways to study them. We assume the conceptualization of beliefs as implicit models that people create through our personal experience in social learning contexts (Pozo, Scheuer, Mateos & Pérez Echevarría, 2006; Schraw & Bruning, 1996). These models imply restrictions on the way we behave; it is here where the importance to explore them resides.

The reference study on reading belief research, carried out with undergraduate students, was conducted by Schraw & Brunning (1996). The researchers created the Reading Belief Questionnaire (RBQ), a Likert scale based on two different implicit models of reading: the transmissional model (reading is a one-way process in which the meaning is transmitted from the author or the text to the reader), and the transactional model (reading is a dynamic process in which the implication of the reader in order to construct a personal meaning of the text is especially relevant).

The results from this study showed that students with high transactional reading beliefs got a more overall, personal, sophisticated representation of the meaning of the text, and included a wider range of personal and critical arguments in a text they wrote as a response to what they had read, than students with low transactional reading beliefs. These findings are consistent with those from later studies using the RBQ –original or adapted–, for expository, narrative and argumentative text understanding. Beyond these results, Dai & Wang (2007) found that transactional readers tend to consider their previous knowledge and experience and to engage more in reading, while transmission readers seem to barely be involved and give up easily when facing understanding difficulties. Finally, a study carried out in our country (Mateos et al., 2011) shows that when students are asked to write a synthesis after reading two argumentative text, those who hold transactional reading beliefs go beyond
“the given” in the sources, integrating controversial information from the source texts and including critical responses in their own written product.

Together, the aforementioned studies provide arguments to consider that the processes and results related to reading comprehension are sensitive to the beliefs that the reader holds when facing reading, and that the existing instruments for measuring beliefs are relatively appropriate to explore them. However, the internal consistency results from the application of a Spanish adapted version to the RBQ in our country showed that both the transmissional and the transactional beliefs scales were on the limit of being able to be interpreted (α=.55 and α=.52 respectively, Mateos et al., 2011). From our theoretical framework, some conceptual limitations add to the previous ones. The two implicit models in which the structure of the RBQ is based take into account some reading aspects, related to the message and intentions of the author and the implication of the reader in the construction of a personal text meaning. Nevertheless, they disregard other aspects we find necessary to be considered from the complex, interactive reading view that we assume, such as metacognitive factors involved in the assessment and regulation of the reading process and results or the mediated nature of reading from writing. Also, the reading planning and the meaning construction processes are partially covered, especially focusing on the transmissional model and less on the transactional one. These methodological and conceptual limitations offer us arguments to consider the necessity to elaborate a new questionnaire in order to explore reading beliefs.

**Construction process of the reading beliefs questionnaire**

*Focusing on the content validity of the questionnaire*

**Developmental stage.** In order to make the construct of interest measurable, we carried out a thorough review of specialized literature in order to clearly define the construct and specify its dimensions of content operationally. The different perspectives about reading considered in the existing literature (Hoffman, 2009; Pressley & Gaskins, 2006) offer us elements to elaborate our questionnaire based on two reading beliefs viewpoints: a reproductive viewpoint, according to a simple view of reading, and an epistemic viewpoint, according to a constructive view. Several conceptual and/or experimental proposals related to reading and reading comprehension (e.g. Pressley & Gaskins, 2006; Solé, 1992; Van Dijk & Kintsch, 1983) give support to the idea of considering two reading dimensions: the students beliefs about reading as a procedure, on one hand, and about the use of reading to acquire knowledge, on the other.

As operational indicators of the dimensions of content for the construct, we develop items following three different steps. Firstly, we carried out an exhaustive revision on some instruments used in previous studies to measure reading, writing and epistemological beliefs in order to select those items closer to our interest and add them to our questionnaire. Secondly, we created new items from the answers that a group of 32 Spanish undergraduate students –females and males- gave to a 12 open-question format questionnaire about reading, which was created ad hoc for this study. We followed an inductive-deductive method to create a category system for each question in order to carry out a content analysis on the answers. Thirdly, we have also created new items from our theoretical framework. After these three steps, an initial pool of 74 items was proposed.

**Judgment stage.** To assess what extent each item was relevant for the construct, the initial set of 74 items was evaluated by a panel of content experts. In order to systematize the evaluation, we generated a set of instruments to assess both the content and the format of the questionnaire. We conducted an interjudge agreement analysis of the experts’ answers, using a derivation of the Content Validity Index - CVI (Wynd, Schmidt & Schaefer, 2003), to decide which items should be preserved (CVI > .70) or eliminated (CVI < .70). The qualitative information provided by the judges was jointly taken into account. The data obtained from the judges’ assessment led to reducing the initial pool to 63 items.
Focusing on the reliability of the questionnaire responses

Pilot study. We have been carrying out a pilot study of the 63-item version of the questionnaire with a sample of 152 undergraduate students in order to obtain the final version of our reading beliefs questionnaire. Some preliminary results from this study will be provided at the conference.

A strong point of the methodological process we have described is that it can be followed and adapted to construct or adapt reliable, valid instruments to measure a large set of constructs in social sciences and, specifically, in educational research. This process is a compendium of key points that researchers may use as a reference or an aid to face and overcome the difficult process of linking abstract concepts with observable and measurable indicators, in order to make them explicit and tangible to work on and work with.

References
Hoffman, J. V. (2009). In search of the “simple view” of reading comprehension. In S. E. Israel & G. G. Duffy (Eds.), Handbook of Research on Reading Comprehension (pp. 54-66). New York, USA: Routledge.
Using Vibration to Guide Exploration of Haptic Graphics

Richard K. Lowe
Curtin University
Australia
r.k.lowe@curtin.edu.au

Abstract. Haptic guidance offers a non-visual way of cueing appropriate direction of learner attention in complex animated displays. This methodological paper describes a haptic panel capable of providing vibration in specific locations to guide search or signal target elements. The panel allows the effectiveness of haptic arrays with and without vibration to be compared. A measure of search efficiency in terms of panel area explored was developed using video records of participants’ hand movements. Construction and operation of the panel are described together with the approach used to characterize the effects of vibration on tactile search.

Keywords: complex animation, visual attention, haptic cueing, vibrational signalling, tactile search

Introduction
A persistent challenge in using animations to explain complex topics is to direct learner attention reliably to key information within the presentation. The transitory nature of animations means that such visually rich dynamic displays can be very demanding for learners to process (Lowe, 1999). This results in them applying their limited visual attention capacity in a highly selective manner. Unfortunately, learners who are novices with respect to the depicted content tend to direct their attention largely on the basis of its perceptual salience rather than its thematic relevance. Attempts to ameliorate this situation using visual cues have met with mixed success (e.g., de Koning, Tabbers, Rikers, & Pass, 2011). This is perhaps understandable because the addition of further visual signals to an already complex display can make the situation worse rather than better.

An alternative approach could be to use non-visual cueing so that the visual processing channel is not cluttered even further with additional information. One possibility is to accompany the animation with a verbal narration intended to direct learner attention to the high relevance, low salience information that may otherwise be missed. However, verbal representations of spatial and temporal information are relatively imprecise, making provision of well targeted guidance for visual attention in a sufficiently parsimonious format difficult or impossible. The fundamental problem is one of producing a close match between the form of the provided cueing and the visual display within which attention must be directed. Our sense of touch may be able to provide a closer match than can be provided verbally. There are notable parallels between the visual and haptic systems and these offer some potentially useful cross-modal interactions (c.f. Grabowecky, List, Iordanescu, & Suzuki, 2011). However, there are also some key differences, such as sensory resolution and search processes (Lowe & Keehner, 2010; Keehner & Lowe, 2010). This raises fundamental questions about how any proposed haptic guidance system could best deliver its cues and how its fit with the visual system could be optimized. The work reported here involved the design and testing of a haptic tablet for delivering vibrational cues to complement tactile search for test geometric objects based on static properties such as size and shape.

Haptic tablet design
Under normal conditions, people using their hands to perform tactile search of a given area would need to perform exhaustive scans of that area in order to ensure the search was effective. The time lag produced by such scanning would rule out using conventional tactile graphics for cueing visual animations. However, the application of selective vibration to either the search target or locations leading to the target could make search exploration more efficient by considerably reducing the area needing to be searched. The haptic tablet discussed here has a 4 by 5 grid providing 20 possible active
vibration sites (Figure 1). Each of these sites surmounts a tactor (i.e. electrically controlled vibration cell) whose activation state and vibration intensity are under software control. Vibration from the tactors is transmitted to the surface of the tablet via a square cylinder/piston arrangement. A site can be (i) left empty (ii) fitted with a shaped tile that stands proud of the tablet surface, or (iii) filled with a dummy piston flush with the surface. Sites with a tile or dummy piston can be programmed either to be still or to vibrate.

Figure 1. (a) Tablet cross section showing tactor (b) Haptic tablet layout (top view)

**Search under still and vibrating conditions**

It was expected that vibration would facilitate search for target shapes on the haptic panel with both area searched and the time to locate the target being smaller than in a still condition. This expectation was tested by presenting blindfolded participants with tasks in which they searched for a target tile that was shaped either the same or differently from a reference tile (the source). The tablet was designed to allow investigation of three haptic exploration conditions: (i) no vibration (ii) vibration applied to the target tile, and (iii) vibration applied between source and target. Previous work indicated that square and triangular tile shapes provided an appropriate level of difficulty for such haptic search. For each task, the participant’s hands were first guided to the source tile via a leader rod (see Figure 1b). The participant then searched for the nominated target and indicated when it had been found. A camera located directly above the tablet videoed the participant’s hand movements during each search task. To prevent possible aural cues in the vibration conditions, all participants wore sound proofing ear muffs through which masking noise (rain) was delivered. Each participant performed a total of eight search tasks for haptic graphic displays of increasing complexity. After completing the final task, participants’ blindfolds were removed and they were asked to reproduce the final (most complex) display they had searched by choosing appropriate cardboard shapes then positioning them on a sheet marked with a 4 by 5 grid.

**Data analysis**

The video records captured data about both search times and exploration behaviour. To provide a measure of spatial search efficiency, the video showing hand movements over the course of each task was converted into individual frames. These frames were sampled (e.g. every 5th frame) to provide a subset that was manageable to analyse yet accurately reflected the area searched. Image manipulation and analysis software was then used to combine these frames then measure the total area of the tablet over which the participant’s hands moved. The final composite of the combined frames was overlayed on the original video to check that it accurately reflected the search coverage. Figure 2 illustrates stages in the analysis process.
Interim results and prospects

The most obvious difference between visual and haptic search is that our two hands can carry out independent exploration of a display whereas our eyes operate together. This manual independence was reflected in the search behaviour of participants in both still and vibration conditions. In most cases, search of the tablet area was partitioned between the two hands. Typically, progress of the hands across the tablet was related to the position of the source tile and initially involved generalized sweeps until candidate aspects were found. Exploration then became more focused with the two hands being quite differentiated. For example, one hand might be used as a reference point while the other was used to identify a particular shape. Preliminary indications are that while the use of vibration guidance between source and target dramatically reduced the area searched, it did not have the expected effect of reducing search times. This appears to be because participants in this condition tended to trace very deliberately along the vibration path and which slowed down their location of the target. In the final reproduction task, participants in the vibration conditions tended to generate less complete versions of the tactile graphic displays that typically included only those shapes on or near vibration sites. The indications thus far are that the haptic tablet described here provides a useful tool for comparing how people search still and vibrating tactile graphic displays. It appears that effects of adding vibration cues to guide search may not be uniformly positive, particularly with respect to search duration and recall of the information presented by the display.
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Abstract. Much research on learning with animations has used mechanical rather than biological subject matter. Interactions in mechanical systems tend to involve components acting as coherent wholes (i.e., extrinsic changes such as translations). In contrast, when parts of a biological system interact, they can also undergo transformations (intrinsic changes) due to the non-uniform, non-rigid nature of their constituent material. The behaviour of unfamiliar mechanical systems can therefore be much easier to predict than that of unfamiliar biological systems. This theoretical paper argues that learners may have more difficulty in processing animations of biological systems because of their relative dynamic indeterminacy. It suggests that instead of presenting the animated subject matter in its entirety, key aspects could be dealt with incrementally and cumulatively.
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Introduction

To date, subject matter featuring biological systems has been less popular than non-biological topics for investigating learning with animations. With some exceptions (e.g. de Koning et al.), the topics chosen for animation research have tended to involve direct causal chains such as those found in a toilet cistern, or a piano mechanism (Kriz & Hegarty, 2007; Lowe & Boucheix, 2008). These mechanical systems are composed of rigid components whose individual behaviours are regular and predictable from simple physical principles. The functionality of mechanical systems arises from the interaction of these components whose proper operation (via extrinsic changes) relies on their form staying essentially constant across space and time. For example, a conventional lever will operate properly only if its shape and size remain fixed. However, the situation with biological systems can be very different. Properties such as flexibility, elasticity and compressibility (as opposed to rigidity) are common for biological materials and these properties often vary across a single component. Non-rigid, non-uniform biological components can undergo all manner of transformations (intrinsic changes) in which their shape, size and other characteristics vary in complex ways. Such transformations are typically fundamental to the functioning of biological systems (rather than being an impediment, as they would be in most mechanical systems). However, the associated indeterminacy in response makes the consequences of interactions between biological system components much harder to predict than those of mechanical system component interactions.

For non-rigid entities of the type found in biological systems, behaviour often cannot be readily predicted on the basis of the straightforward dynamics of most objects in our everyday world. For example, although we can be fairly confident that the set of interconnecting levers comprising a piano mechanism will always interact in the same ways, this is not at all the case for biological entities. Figure 1 shows an example of a ‘Sammy’ diagram that depicts the human vocal system. Educators use this type of depiction to help students understand how to pronounce unfamiliar sounds when learning a new language. In order to produce different articulations, the biological entities involved (organs of speech) are transformed in various ways. During speech, multiple transformations of these entities occur simultaneously in different regions. Although Sammy diagrams were originally static graphics, recently they have been converted into animations on the assumption that explicit depiction of speech act dynamics would better support the learning of difficult pronunciations. As is typical with most educational animations, these animated Sammy diagrams provide a comprehensive depiction of the subject matter and its dynamics. However, recent research on learning from animations suggests that presentation of a working system in its entirety can result in students missing some key aspects of the action. This tends to be particularly problematic where multiple events are distributed across the
display so that there is competition for the learner’s attention by different dynamic sites (as in the case of an animated Sammy diagram).

![Figure 1. Sammy diagram](image)

**Comparison of processing demands**

The relative predictability of component interactions in a mechanical system could facilitate learner processing, particularly with respect to information search. Partial rather than comprehensive learner inspection of a mechanical animation may suffice because of learners’ capacity to determine events in locations some distance from where attention is being directed. Determining what happens in currently non-fixated parts of the display could occur by means of top down inference (e.g., applying informal rules about how levers behave) and/or from information collected via peripheral vision. For example, a fixation on one end of a lever that determines its direction and speed of movement allows prediction of how the other (non-fixated) end of the lever will behave. Bottom up information from peripheral vision can confirm or modulate such a prediction. These opportunities make it possible for learners to allocate attention efficiently and strategically because there is no need to examine all parts of the lever in detail. Relieved of the need to search for relations within a component, learners can distribute their attention across the display to extract key functional relations between components.

However, similar processing ‘short-cuts’ are less likely to be available for non-rigid components of biological systems. A change in one part of an organ does not necessarily result in a simple, readily predictable change in distal part of that organ. Instead, there are many possibilities as to what type of associated change will take place. Animated Sammy diagrams illustrate this issue. The tongue plays a central role in the production of different sounds by varied changes in its size, shape and position within the mouth cavity. The properties of the tongue allow it to be transformed into myriad configurations, each of which plays a key role in producing particular vocal effects. For language learners to generate a difficult vocalization, they must be able to build a high quality mental model of the necessary tongue transformations. In contrast to the situation with mechanical system animations, extracting all the relevant information from an animated Sammy diagram requires a relatively comprehensive inspection of the targeted biological component. Further, in a conventional animated Sammy diagram these complex changes in the tongue are accompanied by numerous visually subtle transformations in the other organs of speech that together produce a particular articulation.

**Conclusion**

A need for more thorough analysis of the changes that occur in conventional animations of biological systems coupled with competition for attention makes it probable that learners will miss crucial high
relevance, low salience information. A composition approach using Relations Sets (Lowe & Boucheix, in press) has been proposed as a more effective way to supply learners with the raw material they need for building high quality mental models of demanding dynamic subject matter. Relation sets are small groups of functionally-related event units (entities plus their associated behaviours) that are subsets of the target subject matter capable of being assembled incrementally and cumulatively into larger relational structures. Instead of presenting learners with a conventional animation depicting the subject matter in its entirety, a relation set approach presents only one subset of the subject matter at a time.

Two key features of a relation set approach to animation design are that it (i) relieves learners of the burden of decomposing an entire animated depiction, and (ii) focuses upon the spatial and temporal relations that are essential for linking key dynamic information into a coherent whole. Connection of event units both within a relation set (intra-set links) and between different relation sets (inter-set links) are addressed. One approach to developing relation set animations is for the instructional designer to start with a conventional animation that presents the content as a whole and then systematically decompose that material. This decomposition is made not on the basis of the content structure alone (as is done with conventional segmentation) but rather according to relationships that the learner needs to internalize in order to construct a high quality mental model. These relationships are established by analysing the task of internalizing an external dynamic depiction in terms of the Animation Processing Model (Lowe & Boucheix, 2008) which conceptualizes learning from animation in terms of five processing phases. Each of the relation sets devised from this process-based analysis is designed on the assumption that the learner’s main activity will be to compose a mental model from subsets of pre-selected raw material chosen to optimize knowledge construction processes. A relation set approach turns the conventional approach to designing educational animations on its head because it specifically targets the internal processes by which learners build mental models (rather than focusing on the external representation of the referent content). Key within-entity functional boundaries that non-experts would miss if required to decompose biological content presented as a whole are explicitly identified for learners. This lets them focus their limited processing capacity on the visually subtle transformations that are central to a biological system’s functionality.
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Abstract. Phonemic awareness, the capacity to manipulate sounds independently from the meaning, was examined in the learning of English L2 in French primary school. Such manipulations of sounds are generally done mentally and are demanding on memory, especially in L2. From existing approaches relying on visualization of sounds and gestures, we created activities in which sounds are visualized, can be heard and manipulated. Those activities were done on an Interactive Whiteboard (IWB) with 7-8 year old French-speaking learners. These findings suggest that visualization helps learners getting aware of the importance of phonemes and paying more attention to sound differences while listening to English.
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Introduction
This research is based on the Kanta and Rey’s (2003) study that showed a lack of phonological awareness in English for 11 year-old learners entering secondary school. From a diagnostic based on official instructions, teachers’ expectations and a theoretical framework, we designed activities aiming at developing phonological awareness among French speakers working in full class sessions. These activities rely on sound visualization and manipulation to enhance the mental manipulation.

Diagnostic
According to Bryant and Bradley’s (1983) study, phonemic awareness determines future literacy capacities. Lundberg, Olofsson and Wall (1980) went even further proving that it is phoneme manipulation skill that is the strongest predictor of reading and spelling abilities. In their study, Chiappe and Siegel (1999) showed that learners of English L2 are able to transfer their phonological awareness skills in one alphabetic language to develop phonological awareness in English. Other studies support this finding (Comeau, Cormier, Grandmaison and Lacroix, 1999) and show that phonological awareness is not language specific. However, Kanta and Rey (2003) enlightened the fact that French speakers consider English as an expansion of French and so, lack of an operational phonological awareness. In the progression proposed by the National Ministry of Education (Ministère de l’Éducation nationale, 2007), the learning of a second language must be based on an oral approach paying attention to the importance of phonology. However, in the various discussions we had with primary school teachers, it appeared that they don’t know how to deal with the section entitled “phonology” in the official instructions. Course books mainly allow teachers and pupils to work on auditory discrimination. But as far as we know, no course book proposes phonological awareness activities that is to say activities of sound manipulation independently from meaning.

Activities design
Keeping in mind the theoretical framework and teachers’ expectation, six sessions of phonemic awareness have been designed. They are integrated into an already existing sequence from a course book that is currently used in class.

Modernization of existing methods
In the 1970s, educators like Gattegno, Borel Maisonnay Sue Lloyd and Sara Wernham designed learning approached relying on visual aids and gestures. The “Look and say” approach was popular at
the time. Dr. Caleb Gattegno (1991-1988) developed the *Silent Way* for the learning of foreign languages. Instead of using phonetic spelling, he used colour-coded instructional materials. In this approach, learners can use the *Fidel* (“phonic code”) and coloured words to progressively match the sound system of a language with its written system (Gattegno, 1978). Borel Maisonny’s method is closed to Lloyd and Wemham’s *Jolly Phonics approach*. Both methods rely on gestures and were originally designed for special need learners. The *Silent Way* as well as *Jolly Phonics* and Borel Maisonny’s approach rely on visual aid to enhance the discovery of the sound structure of a language.

*The activities created*

So that teachers and learners might visualize and physically manipulate sounds, we created coloured cards based on the same palette of colour used by Gattegno. Each card gets its respective recorded sound joined so that when touching the card everybody can hear the corresponding sound. These cards can be moved on the board, still keeping the sound linked. Hence, these cards are external representations of these mental items that are the sounds. Cards can be manipulated and heard as often as needed and so being a cognitive help to realize phonological awareness activities.

![Figure 1. Colored-cards used without phonetic signs](image1)

![Figure 2. Example of activities where cards should be manipulated](image2)

*Evaluation of the activities*

*Protocol of research*

To determine the impact of phonological activities done on an Interactive whiteboard using visualization, two groups were compared. The first group used the created activities on the IWB while the second group had the same activities to do with the same items but without the interactive whiteboard. The latter is part of a system composed of a videoprojector and a computer. It is a board on which information coming from the computer is projected, but it is also a input/output device from which teachers and pupils can take control of the computer. The second group used a projected powerpoint presentation on which representations of the items were presented but no visualization or manipulation of phonemes was proposed. This group also had the recorded sound, but on a CD that the teacher could use on a CD player. Hence, the second group carried out activities of phonological awareness on a traditional manner that is to say only mentally while the first group had the IWB as an help providing visualization and allowing manipulation of phonemes. During the six sessions, both groups were observed. We kept a record of the various actions that were done on the IWB as well as the different discussion-time between learners and the answers they provided. Both groups were tested before and after the activities on their phonological awareness, auditory discrimination and phonological memory in French as well as in English. Furthermore, both groups and teachers were interviewed afterwards. To get a precise analysis, we triangulated information coming from the teacher, pupils and the observer.
Quantitative results
A linear regression controlling the pre-test results and taking into account the interactions between groups shows that the group using the IWB had a better progression than the without-IWB group on the total result of the phoneme reversal test \([R^2=0.776 (F=61.058, p<0.0001)]\). But on the other hand, the without-IWB group got a better progression as far as phonological memory is concerned \([R^2=0.336 (F=5.172, p<0.001)]\).

Qualitative results
On pupils’ perspective. While using those activities, learners using the IWB realized how important it is to pay attention to sound distinctions. Within a remarkable short amount of time, learners were able to say to which sound a particular coloured card refers. Learners who did not use the IWB activities had a struggle to make a chain of three English sound words while the IWB class was more aware of the characteristics of English sounds. Besides, while observing the two classes we also noticed a difference of attention. In the IWB class, every pupil was looking at the board trying to do the task even if it wasn’t their turn. This attention was not that high in the class without the IWB were material were static all the session long. We can hypothesize that it is the manipulations that were done on the board that catch pupil’s attention. Moreover, during the pretests and posttests, learners were asked to mentally manipulate sounds. For instance, in the phoneme reversal task they had to say all the sounds of a word in the other order. During the posttest, we noticed that some learners from the IWB class made some movements on the table or counted on their hands. We tried to make them verbalize this during the interview but none of them were able to explain such an attitude. However, the teacher thinks that it might be due to the manipulating activities done on the IWB.

On the teacher’s perspective. During her interview, the teacher using the IWB admitted that, although at first she found the activities difficult for her pupils, she was really proud to see that they coped on and succeeded. She also felt more at ease to deal with the phonological aspect in learning a second language with a tool like an interactive whiteboard. She used the latter as a cognitive help to pronounce words: she listened to the board and then could repeat the word paying attention to stick to the example she got and so, she provided the right input to learners.

Conclusion and perspectives
In a nutshell, the interactive whiteboard allows us to create activities in which sounds can be visualized, heard and manipulated. These external representations seem to have been a successful help for the teacher. It also seems to have helped learners developing their awareness of the sound structure of English. Those qualitative results will be analysed in more details along with the quantitative results in order to get a more precise view of the impact of such activities. At the wake of the results, we might be able to provide teaching guidelines and improve teaching materials.
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Abstract. In order to study the influence of situational interest on learning, an instructional designer might want to know what features make decorative illustrations interesting. To answer this question we analyzed situational interest triggered by decorative illustrations and the relevance of 4 features: concreteness, personal relevance, unexpected information, and ease of comprehension. We used multilevel analysis to fully control for inter-individual differences in “third variables” such as individual (“habitual”) interest. Our results showed that concreteness, personal relevance, and ease of comprehension are essential features of decorative illustrations to trigger situational interest. Unexpected information did not make unique contributions in explaining how interesting different illustrations are perceived. The present study provides foundational knowledge for the “motivational design” of learning environments.
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Imagine your participants rate several decorative (defined as showed little or no relationship to the text content; Carney & Levin, 2002) illustrations, each embedded in a geometry task, with respect to situational interest as well as to four potentially interest-triggering features, that is, concreteness, ease of comprehension, personal relevance, and unexpected information. How can you know whether interrelations between these features and situational interest triggered by decorative illustrations are “substantial” or just due to individual (“habitual”) interest or other third variables such a prior knowledge? The present study contributes to answering this question.

Situational interest is defined as a reaction to environmental input, for example, decorative (decorative) illustrations (Hidi, 2001). In contrast, individual interest is a relatively stable predisposition which has emerged over time (Hidi, 2001). Situational and individual interests are related. Research on situational interest in texts has shown that in particular concreteness, ease of comprehension, personal relevance, and unexpected information trigger situational interest (Schank, 1979; Sadoski, Goetz, & Rodriguez, 2000).

However, we think that the empirical evidence on the relations between situational interest and interest-triggering features is sub-optimal. First, most of the research on situational interest refers to text learning (e.g., Sadoski et al., 2000) and not do learning with illustrations. Second, an experimental approach (e.g., Harp & Mayer, 1997; Sadoski et al., 2000) that varies one of the potentially interest-triggering features such as personal relevance has the disadvantages that it is hardly possible to find a feature that is personally (equally) relevant for all learners; in addition, it is hard to vary such features as personal relevance without changing other characteristics as well (e.g., type of content). Third, when correlational techniques are applied (e.g., path analysis; Sadoski et al., 2000), it is highly plausible that relations between situational interest and features such as personal relevance are in part due to differences in individual interest. That means that individual interest (or even other variables such as prior knowledge) determines both the situational interest and the rating of interest-triggering features such as personal relevance; hence the correlations between situational interest and personal relevance might be inflated.

In order to overcome these problems, we analysed the relations between the four potentially interest-triggering features of illustrations (concreteness, ease of comprehension, personal relevance, and unexpected information) and situational interest on an intra-individual basis. Thereby, the
influence of potentially confounding variables such as individual interest or prior knowledge is excluded. For this purpose we used multilevel analysis.

Method
We used the data of a previous study (Magnér, Schwonke, Renkl, Aleven, & Popescu, 2010). Participants were 87 eighth grade students (35 male; 52 female; age: $M = 13.9$ years; $SD = 0.6$) from a German secondary school. They rated their situational interest triggered by 11 (out of a pool of 44 illustrations) randomly assigned decorative illustrations on nine-point scales. Therefore we had 957 ratings of situational interest triggered by decorative illustrations. The decorative illustrations were embedded in screenshots from a multimedia learning environment on intersecting lines (geometry). The illustrations showed real-life situations or objects such as sitting in front of a computer, cycling, or a compass. They were not directly related to the content of intersecting line problem. Furthermore, the students rated each decorative illustration’s concreteness, ease of comprehension, personal relevance, and unexpected information on nine-point Likert scales.

In order to analyse the relations between potentially interest-triggering features of decorative illustrations and situational interest on an intra-individual basis controlling for confounding variables such as individual interest or prior knowledge, we used multilevel analysis (hierarchical linear modelling; HLM; Raudenbush, Bryk, & Congdon, 2008). Multilevel analysis is useful because students rated several decorative illustrations, that is, our data (957 illustration-ratings) are nested in individuals. Typically, hierarchical linear modelling is applied in situations in which students within classrooms are more similar, for example, in their learning outcomes than students in different classrooms. Multilevel analysis overcomes this dependency of data points within classrooms by modelling classrooms on a second level (and individuals on level 1). Although done less frequently, multilevel analysis can also be used for modelling data within individuals and simultaneously taking between-person variations into account. We used multilevel analysis in this way. More specifically, situational interest was predicted by including the ratings of concreteness, ease of comprehension, personal relevance, and unexpected information on the intra-individual level 1 ($n = 957$ illustration-ratings). Inter-individual differences in ratings were controlled by modelling individuals on a second level ($n = 87$).

Results
The first step in our multilevel analysis was to determine the baseline estimation of the variance within and between individuals (Raudenbush & Bryk, 2002). For this purpose, we only included the dependent variable situational interest triggered by decorative illustrations in an HLM model (i.e., the null-model). Nearly 55% of the total variance of situational interest was explained by inter-individual differences in rating of decorative illustrations. This result shows that it is sensible to conduct multilevel analysis in order to control for the very substantial individual differences. Controlling for these individual differences in situational interest, we were interested in the relationship of the illustrations’ concreteness, ease of comprehension, personal relevance, and unexpected information with situational interest. All potentially interest-triggering features significantly predicted intra-individual variation in how interesting different decorative illustrations were rated (HLM coefficient: concreteness .12, $t = 3.44$, $p = .001$; personal relevance .24, $t = 6.70$, $p < .001$; ease of comprehension .11, $t = 2.85$, $p = .005$), except of unexpected information (HLM coefficient: .02 $t = 0.36$, $p = .720$). Concreteness, ease of comprehension, and personal relevance explained 24 % of the error variance on level 1 (i.e., intra-individual level).
Discussion
Methodologically, we found that situational interest in geometry varied substantially as a function of individual differences (55% of the variance was explained on the inter-individual differences). Therefore, it was sensible – and might be for future studies – to use multilevel analysis for determining the relations between situational interest and potentially interest-triggering features.

With respect to triggering situational interest we found that such interest is elicited by decorative illustrations that are concrete, have personal relevance and ease comprehension. Note that all these features uniquely contributed to situational interest. Hence, instructional designers should use all corresponding “set screws” when trying to optimize their learning environments in motivational respects.

Unexpected information was – in contrast to findings on texts and interest – not relevant for triggering situational interest. Maybe, in texts unexpected information such as interesting but irrelevant details can more easily be included by anecdotes or jokes, as compared to decorative illustrations in multimedia environments. Maybe, illustrations showed too low unexpected information in the present case and therefore no relationship to situational interest could be found.

Overall, previous findings on potentially interest-eliciting features of texts could be largely replicated for decorative illustrations in multimedia environments. Results of the present study can be used to optimize the “motivational design” of learning environments in research and practice. Further studies should analyse in more detail the role of unexpected information in such environments.
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Abstract. When learners inform themselves about currently debated scientific issue, they will read multiple texts that are more or less belief-consistent. Following the congeniality hypothesis, we predict that prior beliefs bias learners’ situation model in favor of belief-consistent texts (belief-consistency effect). Moreover, we assume that learners’ reading goal moderates the belief-consistency effect. Prior beliefs are especially relevant if learners follow the goal to build an own point of view (epistemic reading goal) in contrast to memorize as many facts as possible (receptive reading goal). In the present experiment, these assumptions concerning the influence of prior beliefs and reading goals on the situation model in comprehending multiple conflicting texts were investigated. Students read one belief-consistent and -inconsistent text each about a scientific issue while thinking aloud and afterwards, comprehension was assessed. In line with our assumptions, results revealed that learners experienced a belief-consistency effect when they followed an epistemic reading goal.
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Learners more often than not read several texts on the World Wide Web when they want to inform themselves about currently debated scientific issues. Due to the fast publication of new scientific results and divergent theoretical explanations for scientific incidences, the World Wide Web offers a multitude of documents which often represent conflicting argumentative positions on the same scientific issue. This raises the question how learners are able to construct a coherent mental model of the scientific issue on the basis of conflicting information (learning with multiple texts; Perfetti, Rouet, & Britt, 1999). Moreover, learners will not come across new information with a complete open mind but rather come equipped with prior beliefs that might be closer to one argumentative position in the controversy over another one. The present experiment investigated the effects of learners’ prior beliefs and reading goals on the mental representation (situation model) that learners construct in the comprehension of multiple scientific texts. Besides investigating comprehension outcomes, we also collected think-aloud protocols to analyse in depth how learners’ reading goals influence the processing of multiple belief-consistent and -inconsistent scientific texts.

Influence of Prior Beliefs on Multiple Text Comprehension

Learners’ prior beliefs can be seen as a knowledge structure or schema that influences the comprehension and retrieval of conflicting arguments. More precisely, research provides evidence that belief-consistent information is integrated more strongly into the mental representation of controversial issues (congeniality hypothesis, Eagly & Chaiken, 1993). This effect is likely to be associated with a higher amount of reconstructive processing such as integrating text information with prior knowledge and beliefs by constructing inferences as it is involved in the construction of a situation model. Taken together we assume that prior beliefs on a scientific issue should serve as a knowledge-based structure similar to a schema and thus, should guide the construction of a situation model of the scientific issue in favour of belief-consistent information (belief-consistency effect).

Influence of Learners’ Reading Goal on Multiple Text Comprehension

Not only prior beliefs, but also learners’ reading goals influence the processing of multiple scientific texts. In a recent review, McCrudden and Schraw (2007) propose that reading goals impact the mental

---

5 Think-aloud protocols have not been fully analyzed yet, but will be analyzed by the time of the conference.
representation learners construct of texts by guiding attention to text segments relevant for learners’ reading goals. For instance, instructing learners to read for a specific purpose (e.g. study vs. entertainment) influences the amount of inferential activities learners engage in during reading. In learning with multiple texts, the goal of building an own point of view might assist learners in building a balanced situation model of the scientific issue by stimulating inferential activities which connect text information not only within but also across texts. In line, Wiley and Voss (1999) have shown that participants who were instructed to write an argument performed better in inference and analogy tasks after reading multiple texts compared to participants that were instructed to write a narrative, summary or explanation. However, in learning with belief-consistent and belief-inconsistent multiple texts, reading goals that instruct learners to build an own point of view about a scientific issue might not only support learners’ inferential activities, but might also prompt learners to evaluate text information in light of their prior beliefs. Such an epistemic reading goal can be seen as a special case of reading for perspective (McCrudden & Schraw, 2007). In contrast, a receptive reading goal that involves the memorization of text information should lead to less inferential and evaluative activities across texts because it directs learners’ focus on individual facts within texts.

The present study
Our main goals of the present experiment were to investigate the effects of learners’ prior beliefs and learners’ reading goals on the comprehension of belief-consistent and belief-inconsistent multiple texts. In line with the congeniality hypothesis we expected a belief-consistency effect in the situation model of the scientific issue. Moreover, we assumed that an epistemic reading goal should increase the belief-consistency effect, whereas this effect should be weaker under a receptive reading goal.

Method
Twenty-seven university students read two texts about possible health risks caused by electromagnetic radiation of cell phones. The belief-consistent text was in line with prior beliefs of the majority of the German population and the participants in this study and argued against possible health risks caused by electromagnetic radiation. The belief-inconsistent text took the opposite stance and argued in favour of possible health risks. Half of the participants were instructed to build an own point of view about the issue (epistemic reading goal), half were instructed to memorize as many facts as possible (receptive reading goal). Participants were requested to think-aloud during reading. After participants finished reading, situation model strength was assessed with a verification task, in which participants decided for three types of test items (paraphrases, inferences, and distractors) whether or not they represented information that matches the texts content. Situation model estimates were based on the (bias-corrected) proportion of correctly recognized inferences in this task.

Results and Discussion
The hypotheses concerning effects of text-belief consistency and reading goal were tested with an ANCOVA for designs with between- and within-subjects factors. The text order (pro-contra vs. contra-pro, varied between-subjects), the text-belief-consistency (belief-consistent vs. belief-inconsistent, varied within-subjects) and participants’ reading goal (epistemic vs. receptive, varied between-subjects) were included in the analysis. To control for effects of reading time, the difference in reading times of the two texts were included as covariate in the analysis.

In line with the congeniality hypothesis, results revealed a text-belief consistency effect for the situation model, $F(1,22) = 12.4, p < .01, \eta^2_p = .36$. However, this main effect was qualified by a three-way interaction of text-belief consistency, reading goal and text order, $F(1,22) = 11.3, p < .01, \eta^2_p = .34$ (Figure 1). For learners who followed an epistemic reading goal, the situation model for the belief-consistent text excelled the situation model for the belief-inconsistent text independent of text order.
One interpretation of this finding is that learners deliberately disconfirmed belief-inconsistent information when they were instructed to build an own point of view about the scientific issue (Edwards & Smith, 1996). A slightly different possibility is that learners actively and routinely validate incoming text information against their prior beliefs (epistemic monitoring) and tend to reject information which they found implausible (Richter, 2011).

In contrast, learners following a receptive reading goal constructed a stronger situation model for the text they had read at last, independent of text-belief consistency. This effect might be interpreted as result of the memorization process in which information from the last read text overwrote information from the first text (similar to recency effects). In order to clarify the mechanisms underlying the text-belief consistency effect and its interaction with learners’ reading goal, we are investigating think-aloud protocols that have been collected during reading.

![Figure 1](image_url)

*Figure 1. Three-way interaction of text-belief consistency, reading goal and text order for the situation model (Error bars represent the standard error of the mean)*
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Abstract. The aim of this study was to examine the relations between epistemological beliefs and reading beliefs, and their role in comprehension when the task consists in integrating information from multiple texts and presenting different positions regarding a controversial topic. A total of 911 university students on different courses and in different years participated in the study. The assessment instruments used were the EQEBI (Ordóñez, Ponsoda, Abad & Romero, 2009), to evaluate epistemological beliefs, and the Reader Belief Questionnaire (Schraw & Bruning, 1996). Following an assessment of their prior knowledge, the students read three texts about nuclear energy and their intratextual and intertextual comprehension was assessed. The results showed that epistemological and reading beliefs play a moderate part in the comprehension of argumentative texts presenting opposing positions. In addition, the role of epistemological beliefs, which are more general, seems to be mediated by that of reading beliefs, which are more specific.
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Introduction
Reading from multiple texts requires exploring and integrating various sides of an issue and, therefore, may require a particular way of conceiving the nature of knowledge and the nature of reading; in other words, it may be affected by the type of epistemological beliefs and reading beliefs held by the student.

Recent research has looked at the part played by epistemological beliefs in multiple text comprehension (Bräten & Strömso, 2010, Strömso, Bräten & Samuelstuen, 2008) and in understanding texts putting forward different positions on a particular issue (Kardash & Howell, 2000). Epistemological beliefs have been approached from various relatively independent standpoints. However in this study we have specifically adopted the model put forward by Schommer (1990), one of the most influential researchers in this field. To a lesser extent, reading beliefs and their relation to both narrative and expository single text comprehension have also been investigated (Dai & Wang, 2007; Schraw, 2000). Although the two constructs have been explored separately by different traditions, they present certain similarities. Conceptually, they both refer to ways of conceiving of knowledge and meaning, and how knowledge and meaning are acquired, and they are both associated with the degree of personal engagement and elaboration in text comprehension. Both constructs lead to the prediction that students with more complex beliefs will attain higher levels of comprehension than students with simpler beliefs. Based on the results of a previous study (Mateos et al., 2011), this study started out from the assumption that these two kinds of beliefs are not independent, but related. Nevertheless, epistemological beliefs may be regarded as more general than reading beliefs on the understanding that epistemological beliefs would predict text comprehension through reading beliefs.
The aim of the study was to analyse the relations between epistemological beliefs and reading beliefs, and their role in comprehension when the task is to integrate information from multiple texts presenting different positions on a controversial topic.

Method
The participants were 911 students on different courses (history, philology, engineering, and psychology) and in different years. Epistemological beliefs were assessed using the EQEBI questionnaire (Ordoñez, Ponsoda, Abad & Romero, 2009). This new instrument integrates and expands the Spanish versions of Epistemological Questionnaire (EQ) (Schommer, 1990) and the Epistemic Beliefs Inventory (EBI) (Bendixen, Schraw & Dunkle, 1998). EQEBI retains four dimensions: simple knowledge (SK), certain knowledge (CK), quick learning (QL) and innate ability (IA). The students’ beliefs about reading were assessed using the Reader Belief Questionnaire developed by Schraw and Bruning (1996). They have distinguished the transmission model (TM), involving the belief that meaning must be transmitted from the author and/or the text into the reader’s memory and the transaction model (TA), entailing the belief that meaning must be actively constructed by readers integrating their own thinking into the process. Three texts were written on the issue of nuclear energy: an expository text and two argumentative texts presenting different positions. A 20-item test was produced to evaluate prior topic knowledge and a 22-item test was produced to assess intratextual and intertextual comprehension. The latter test was drawn up in such a way that some items could be answered on the basis of information from one of the texts, whereas other items required the students to integrate information from at least two texts. Some items were paraphrases of ideas from the texts, whereas others required the students to make inferences from the information provided by the texts.

Results and conclusions
A correlation analysis was carried out in order to examine the extent of the relations among all variables. Significant and positive correlations were found between SK and CK with TM and negative with TA. Moreover, SK, CK, and TM correlated negatively with reading comprehension whereas TA correlated positively with reading comprehension.

In order to test the hypothesis of a mediated relation among epistemological beliefs, reading beliefs and reading comprehension, hierarchical multiple regression analyses were performed following the procedure established by Baron and Kenny (1986). The model with the greatest explanatory power (step 5), $R^2 = .052$, $F(2, 845) = 9.16$, $p = .001$, showed that, once prior knowledge had been controlled for, transactional reading beliefs contributed to explain variance in comprehension, while the initial contribution of certain knowledge and simple knowledge epistemological beliefs in the previous model (step 4) ceased to be significant. This was due to the fact that the relation between simple knowledge belief and reading comprehension is completely mediated by transactional reading beliefs, as corroborated by the results of the Sobel test, $z = -1.99$, $p = .023$.

The findings of this study therefore support the following conclusions, in agreement with the initial hypothesis: on the one hand, epistemological beliefs and reading beliefs are not independent of each other; on the other, epistemological beliefs, which are more general, are related to comprehension through reading beliefs, which are more specific. The results also indicate that beliefs about knowledge and reading play a moderate role in the comprehension of argumentative texts presenting opposing positions and so help to draw the complex map of variables involved in comprehension. In future research, it would be interesting to focus on the role of more specific beliefs, like domain-specific or topic epistemological beliefs as Bräten and others have done in different studies.
References


Effects of a Mind Map Intervention on Fifth and Sixth Graders’ Learning from Texts

Emmelien Merchie, Hilde Van Keer
Ghent University
H. Dunantlaan 2, Belgium
Emmelien.Merchie@UGent.be, Hilde.VanKeer@Ugent.be

Abstract. From the age of 11-13, children start to spend increasingly more time on learning from texts. The need arises to support them in dealing with text information and engaging them in self-regulated learning (SRL). This study is embedded within the cognitive component of SRL and focuses specifically on Mind Mapping (MM). Several factors play a role, however, in the effectiveness of MM, such as working with author-provided or student-generated MM, cognitive load, and students’ general achievement level. Two research questions are addressed: What is the impact of an author-provided or student-generated MM intervention on students’ (1) cognitive load and (2) learning strategies, text acquisition, and schematisation skills? Results reveal interesting differences between conditions and students’ achievement level.
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Theoretical Background
Currently, students are continuously challenged by the exponential knowledge increase in our information society and the large amounts of information they have to process and learn independently. This becomes increasingly important from the age of 11-13, when the focus shifts from ‘learning how to read’ to ‘reading to learn’ (Bakken & Whedon, 2002). Within this context, the concept of self-regulated learning (SRL) has recently played an important role in educational research (Black, et al., 2006). This study is embedded in the cognitive component of SRL, focusing on learning strategies and tactics students can apply to effectively process and acquire new information (Pintrich, 2004). In this respect, working with Mind Maps (MM) (Buzan, 1974) seems promising in promoting efficient structuring, processing, and learning texts (Farrand, et al., 2002). MM are characterised by specific features (e.g. dimensionality, colours), effective in processing and acquiring information. Also the Dual Coding Theory and Cognitive Load Theory point to advantages in the decrease of cognitive load and the recall of text information when working with maps.

Several factors play a role in the effectiveness of MM to stimulate text processing and learning strategies. First, cognitive load seems to depend on whether MM are author-provided or student-generated (Stull & Mayer, 2007). Furthermore, learner characteristics (e.g. grade and achievement), play a role as well (Vekiri, 2002). Prior research did not always took this into account, leading to a lack of studies focusing on the influence of these characteristics on the effectiveness of MM interventions. This is especially true for primary education, since research on graphic organisers generally focuses on secondary and higher education, although the importance of processing skills in earlier grades is frequently stressed (Rawson & Dunlosky, 2007)

Research Questions
Two research questions are addressed. What is the impact of an author-provided or student-generated MM intervention on students’ (1) cognitive load during the intervention and (2) learning strategies, text acquisition and schematisation skills?

Research Method
Design
A quasi-experimental repeated measures design was applied in authentic classes. The focus lies on the time interval (pretest and posttest) and the research condition (two experimental conditions: working
with author-provided or student-generated MM and one control condition). Both MM interventions consist of a twelve weeks during MM training (Merchie, 2009). The main goal of both experimental conditions was to stimulate children in processing, acquiring, and learning informative texts in a structured way. In the first experimental condition, these skills were practiced while working with author-provided Mind Maps. In the second experimental condition, students were taught gradually to construct Mind Maps from the texts themselves. The control condition was not explicitly trained in text processing and schematisation skills.

Participants
20 fifth and 22 sixth-grade classes participated (n=644), with 213 students in the author-provided MM condition, 219 in the student-generated MM condition, and 212 students in the control condition. Students were divided into high (n=291), average (n=230), and low achievers (n=120).

Instruments
Perceived cognitive load was measured in the experimental conditions by the Cognitive Load rating scale (Paas, 1992) and administered after each MM lesson. Pupils were asked to estimate individually how much effort it took them to complete the exercises on a 7-point scale.

Students’ learning strategies, text acquisition, and schematisation skills were assessed by a specific learning task administered in class. Students were asked to study an informative text (500 words) for 30 minutes and were free to use a scratch paper. Students were then given a task-specific self-report questionnaire aimed at assessing the use of different learning strategies. The questionnaire consists of 41 items, on a 5-point Likert-scale, subdivided into the following subscales: summarising (α=.89), highlighting (α=.68), rereading (α=.74), paraphrasing (α=.76), linking with prior knowledge (α=.74), looking at titles and pictures (α=.65), study approach (α=.60), self-monitoring (α=.72), and self-evaluation (α=.68).

After completing this questionnaire, text acquisition was tested with a free recall test. The recall score represents the percentage of recalled text information. To conclude, pupils were then given back their studied text and were asked to make a graphic organizer or Mind Map of the text, to gain insight in their schematisation skills. The shape, organization, and content of the maps are analysed by means of a previously pilot-tested quantitative scoring rubric (Merchie, 2009).

Data analysis
The cognitive load rating scores were analysed by means of Univariate Analyses of Variance. The subscales of the questionnaire and the Mind Map scoring rubric were analysed by means of One-Way Repeated-Measures Analyses of Variance.

Results and Conclusion
The author-provided MM condition perceived significantly less cognitive load than the condition working with student-generated MM (F(331,1) = 8.196, p=.004). Consequently, working with author-provided MM at first appears more recommendable for this age group than introducing the active construction of MM immediately. However, further research is necessary to confirm these results regarding cognitive load and to study the relation with students’ actual learning.

Concerning the evolution in learning strategies, a differentiated pattern occurred. Significant effects were mainly found for fifth graders. More particularly, significant differences between the conditions were found for low achievers as to their reported summarising (F(53, 2)= 5.787, p=0.005), highlighting (F(53,2)=4.978, p=0.001), and self-evaluation strategies (F(48,2)=3.411, p=0.042). Interestingly, low achievers in the author-provided MM condition overall score higher on these subscales than in the student-generated condition, whereas the control condition reports to highlight
less, and to summarise and self-evaluate more. Concerning high achievers, significant differences were found for highlighting ($F(121,2)=3.186, p=0.045$), rereading ($F(121,2)=4.400, p=0.014$), and paraphrasing ($F(123, 2)=8.989, p=0.000$). More particularly, the control condition outperforms the experimental conditions on the last two subscales and the student-generated MM condition overall reports lower scores for highlighting. For average achievers, no significant differences were found between the conditions. When interpreting these findings, the self-report nature of the questionnaire must be taken into account and results should therefore be complemented further with trace methodology analyses on the texts and scratch papers.

Concerning text acquisition, no significant effects on text recall were found between the conditions ($F(582,2)= 1.941, p=0.144$). This result might be due to the fact that the trained strategies were of no direct help for immediate global text recall. Another explanation is that students from the MM conditions did not explicitly apply the trained learning strategies due to the short time span wherein they had to study the relatively short text. The administration of a delayed recall test could have shed another light on this finding (Stull & Mayer, 2007).

With regard to the schematisation skills, preliminary analyses illustrate striking differences between the conditions (Figure 1). Whereas the experimental conditions clearly evolve in content organisation and summary, the control condition stays focused on copying text information without any spatial organization. Remarkably, students from the author-provided MM condition who received no explicit training in the construction of MM, also seem to be able to create MM.

![Figure 1. Evolution of schematisation skills within the three conditions from pretest (1) to posttest (2)](image)
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Abstract. In this study we assessed whether presenting dynamic representations on an IWB would lead to better learning gains compared to presenting static representations. Participants were 7-8 year old primary school children learning about views (N = 151) and the water cycle (N = 182). The results showed significant learning gains from pre-test to post-test for both topics in both conditions. Only for the topic views a significant interaction was found between time and condition.
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Introduction

There is a rapid increase of interactive whiteboards (IWBs) in schools. This is especially the case in primary education. In The Netherlands, for example, 98% of the primary schools have at least one IWB and many schools already have IWBs in every classroom (ten Brummelhuis & van Amerongen, 2010). The explosive increase in the number of IWBs is easily explained: the interactive whiteboard is an example of an ICT application that is easy in use. Because the digital whiteboard has many advantages over the traditional chalkboard, their introduction has led to rapid acceptance by teachers, learners and parents. Although both teachers and learners are enthusiastic about using an IWB, Smith, Higgins, Wall, and Miller (2005) and (Lee, 2010) indicate that it is still unclear whether this translates into effective and targeted practice, as there is little research on learning performance.

One unique characteristic of the IWB over the traditional chalkboard is that it can bring dynamic representations into the classroom and that these representations can be manipulated directly (Greiffenhagen, 2000). Dynamic representations can show changes as a function of time (e.g., animations) or can show objects for which manipulation in three dimensions is important (e.g., rotation of objects). In this study we investigated the impact of both types of dynamic representations.

Although dynamic representations are often attractive and are assumed to have added value over static representations, research shows that they do not always lead to better learning (e.g., Boucheix & Schneider, 2009; Tversky, Bauer Morrison, & Betrancourt, 2002). Rieber (1990) recommended that dynamic representations should only be used if they are consistent with the learning task. For use on the IWB this means that dynamic representations should only be used for topics where static representations are insufficient to show the characteristics and properties of a particular topic.

Research on comparing static and dynamic representations so far is mainly done in settings where students were offered representations through self-instruction on a computer. In our study, the teacher has a central role. The teacher uses the representations to explain the topic.

The goal of this study was to assess whether using dynamic representations of (1) views and (2) the water cycle on the IWB lead to better learning outcomes compared to using static representations. We expected that the dynamic conditions would lead to larger learning gains as in this condition the participants would benefit from being able to observe the transitions between the different viewpoints (views) and stages (water cycle).

Method

Participants

For views, the participants were 151 group 4 children (age 7-8 year) from 9 primary schools. For the water cycle, the participants were 182 group 4 children (age 7-8 year) from 10 primary schools.
Materials

For the presentation of the IWB materials a website was developed. Figure 1 shows an example for each topic. Each topic was covered in two lessons of 20 minutes. For views, the sequence of the lessons was based on difficulty level: up to 5 blocks in lesson one and up to 10 blocks in lesson two. For the water cycle, the sequence varied in abstraction: heating water in a pan in lesson one and heating seawater by the sun in lesson two.

![Figure 1. Website of views (left) and water cycle (right)](image)

A teacher manual gave a detailed description of each lesson including all the steps to perform on the IWB, guidance for explaining the topic, and questions for class discussions.

For each topic, a pre-test and post-test consisted of 16 questions. The construction of the test items for views was based on a matrix with the dimensions: context (same / different and more than 5 blocks / up to 10 blocks) and activity (counting cubes, recognizing view, recognizing ground plan and filling in the number of blocks in a ground plan). The construction of the items for the water cycle was based on a matrix with the dimensions: figure (same / different and realistic / schematically), activity (isolated recognizing, recognition, and integration sequence). All tests were presented on the IWB. Figure 2 shows a test item for both topics. Each test item was timed. The timing was based on a pilot. The students gave their answers on paper.

Results

The average pre-test and post-test scores for the static condition of views were 6.07 ($SD = 2.33$) and 8.81 ($SD = 2.41$) respectively. The average pre-test and post-test scores for the dynamic condition were 5.96 ($SD = 2.35$) and 9.75 ($SD = 2.18$) respectively. A repeated measures ANOVA showed significant learning gains for both conditions, $F(1,149) = 290.12, p = 0.00$, and an interaction effect between time and condition, $F(1,149) = 7.12, p < 0.01$. Participants in the dynamic condition ($d = 3.61$) showed larger learning gains compared to participants in the static condition ($d = 2.26$).

The average pre-test and post-test scores for the static condition of the water cycle were 5.27 ($SD = 2.40$) and 9.43 ($SD = 2.73$) respectively. The average pre-test and post-test scores for the dynamic
condition were 5.70 (SD = 2.25) and 9.22 (SD = 3.24) respectively. A repeated measures ANOVA showed significant learning gains for both conditions, $F(1,180) = 236.57, p = 0.00$, but no interaction effect between time and condition, $F(1,180) = 1.65$, n.s. Participants in the dynamic condition ($d = 2.43$) did not show larger learning gains compared to participants in the static condition ($d = 2.16$).

**Discussion and conclusion**
A special feature of this study is that it examined the effectiveness of dynamic versus static representations in teacher-led lessons with the IWB. In preparing for this study we initially opted for using existing materials, but these were found deficient and so we ended up developing these ourselves. The findings indicated that the lessons led to substantial learning gains on both topics. For views we found the predicted superiority of the dynamic representation, for the water cycle we did not. We will discuss the explanations for this finding during the SIG meeting.
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Abstract. Retrieving previously acquired information from memory makes that information more robust to forgetting than restudying. This study investigated the effect of two retrieval strategies on transfer from texts. After reading a difficult expository text, participants were allocated to a generative writing condition (describe what you comprehended), a free recall condition or a reread condition. A transfer test, a sentence verification task and an inference verification task were administered immediately or one week after retrieval. From a Construction-Integration Model (Kintsch, 1988; 1998) perspective and based on the retrieval hypothesis (Dempster, 1996) it was expected that participants in the generative writing condition outperformed the participants in the other conditions on a delayed transfer test, but not on a delayed inference or sentence verification task.
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Introduction
Retrieving previously acquired information from memory makes that information more robust against forgetting than restudying, a phenomenon referred to as the testing effect. These effects of retrieval practice are typically observed after a delay. It is found to be beneficial on a wide range of materials, in the laboratory, as well as in applied classroom settings (for reviews see Delaney, Verkoeijen, & Spirgel, 2010; Roediger & Karpicke, 2006a). An explanation for this phenomenon can be found in the retrieval hypothesis (Dempster, 1996). This theory states that what is retrieved from memory is less susceptible to decay compared to what is passively restudied.

Whereas much of the past research has focused on delayed memory for text material, from an educational perspective it is more interesting to look at the delayed ability to apply information to a new situation, i.e. transfer. In this experiment we investigated whether generic retrieval strategies are beneficial to delayed transfer performance.

In order to be beneficial for delayed transfer performance, retrieval practice should be congruent with the level of application. The rationale for this can be found in the Construction-Integration Model (C-I Model: Kintsch, 1988; 1998). The C-I Model distinguishes three levels of text representation that an individual concurrently creates from a text. First, the surface level, which contains the surface features of a text. Second, the text base level, which comprises the connection of ideas within a text. Third, the situation model level, containing all inferences that cannot be derived from the text itself, such as connections of information from the material to prior knowledge. The C-I Model states that a coherent situation model leads to higher levels of comprehension and this is what an individual needs to be able to apply acquired information from the text to new situations. So, in order to be beneficial for delayed performance on a transfer task, retrieval practice should be aimed at the consolidation of the situation model of a text.

Support for this congruency principle can be found in the literature. Free recall, which can be considered as a text base retrieval strategy from the C-I model perspective, results in superior performance on delayed memory tests (Glover, 1989; Roediger & Karpicke, 2006b). However, studies have been found to indicate that free recall is not beneficial for delayed transfer performance (Dirkx, Kester, & Kirschner, 2011; Johnson & Mayer, 2009). Testing with conceptual or transfer questions, which can be considered as a situation model based retrieval strategy from the C-I perspective, led to better performance on a delayed transfer test (Butler, 2010; Johnson & Mayer, 2009). To our best notice, this is the first study to investigate a generic retrieval strategy targeting the situation model
within the testing effect design. To manipulate retrieval at the situation model level, participants are asked to type into a computer in their own words what they have comprehended from the text, allowing more room for elaboration and making inferences beyond the text.

The reason to choose for generic retrieval strategies instead of more directed retrieval strategies in this study is because of its opportunities for practical applicability. If the hypothesized effect is found, teachers do not have to have to hand out possible final test questions or have to generate extra questions for students and students are able to apply these strategies independent of the presence of study questions.

Furthermore, this study differs on an important issue from earlier studies investigating delayed transfer performance. That means, this study does not provide feedback containing correct answers to participants after retrieval (e.g. Butler, 2010). For this reason, the effects of his study can be attributed to retrieval practice, feedback or a combination of both. By providing no feedback, providing no restudy opportunity and using final test questions not used previously in the experiment, it is possible to attribute results from the current study to retrieval practice alone and therefore this study provides better evidence to answer the question what the effect of retrieval is on delayed transfer performance than previous studies.

Following the C-I Model (Kintsch, 1988; 1998) and the retrieval hypothesis (Dempster, 1996), it is hypothesized that retrieval practice focused on the situation model leads to better performance on a delayed transfer test compared to retrieval practice focused on lower levels of the C-I Model.

Method

Participants and Design

Participants were 72 Psychology undergraduate students from Erasmus Universiteit Rotterdam. The design was a 3 (retrieval condition: generative writing, free recall, control) x 2 (time of final test: immediate, delayed) mixed design. Retrieval condition was manipulated between participants, time of final test was manipulated within subjects. Participants were randomly assigned to one of the three retrieval conditions.

Materials

Texts. Four expository texts were used, all with a length of 264-299 words. Pilot testing indicated that texts of this length were suited to the manipulation. Texts were presented to participants on a computer screen and in Dutch. Reading order was counterbalanced.

Comprehension tests. A short answer transfer test was used to measure deep comprehension. In this test participants had to apply acquired information to a new situation. Because our main interest lies in transfer performance and to prevent interference from the two other comprehension tasks, this test was always administered first. Furthermore, a sentence verification task and an inference verification task were used to measure surface level and text base level understanding respectively.

Procedure

Participants were all individually tested, with the experimenter being present in the same room during the experiment. A practice text and retrieval practice strategy were used to make participants acquainted with the procedure from the experiment. Participants had 5 minutes to study a text and were told they would be tested on the content afterwards. After studying the first text, participants received differentiated instructions. For the restudy condition, instructions were that participants had extra study time before being tested on the material. For the free-recall condition, instructions to participants were that they had to type on a computer everything they could remember from the studied text. For the generative writing, participants were instructed to type a description of what they
learned from the text in their own words. For all tasks, participants had 5 minutes. Participants received the comprehension tasks for two of the texts immediately and for the two remaining texts after one week delay.

Results
The study is currently conducted. Results will presented during the EARLI Sig2 meeting in August 2012.
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Abstract. Text abstractness is a well-known but rarely used in practice feature of text comprehensibility. The proposed scale of noun abstractness divides the nouns into three categories: nouns signifying directly perceivable objects, nouns signifying perceivable activities and phenomena, and nouns signifying directly imperceivable notions. The aim of the research was to find the validity of the scale in predicting popular-scientific text comprehension. In three studies with 48, 30 and 40 texts, students learned the texts and filled in the blanks in cloze tests and/or answered the content questions of post-test. The correlations between the average noun abstractness level and the percentage of correct answers in the tests were from –.52 to –0.66. It would be useful to compose the dictionaries of noun abstractness for computer-based analysis of text comprehensibility.
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Experimental investigations have shown that abstract material is difficult to understand and remember (Eye, Dixon & Krampen 1989; Mikk, 2000). Sadoski, Goetz and Rodrigues (2000) have found path coefficient 0.81 from text concreteness to text comprehensibility. D. Geshke et al. (2010) have found that more abstract text is used to describe negative behaviour of other groups’ members.

There have been made several attempts to measure the level of abstractness of text. We based our simple scale of noun abstractness on the visibility of the objects denominated by the noun. Our three stage scale of noun abstractness is as follows:

1. nouns signifying directly perceivable objects (e. g. ball, dog, car),
2. nouns signifying perceivable activities and phenomena (e. g. run, sunshine),
3. nouns signifying directly imperceivable notions (e. g. cause, function, neutrino).

The reliability of applying the scale was assessed using the test-retest method. A specialist well-trained in using the scale rated the abstractness level of 128 nouns. A year later, he rated the levels once more without looking at the first ratings. The correlation between the first and second ratings was .88.

The aim of the studies below was to evaluate the validity of the noun abstractness scale in predicting popular-scientific text comprehension. We hypothesized that texts with higher level of abstractness of nouns are more difficult to understand and remember.

There have been carried out three studies in a similar way and we will treat them together.

Method
Overview of the subjects and texts in the studies is given in Table 1.

The abstractness of nouns in the texts was assessed according to the three stage scale above. We differentiated the assessment of abstractness from the familiarity of nouns. For example, “atom” is a rather frequent and known word, but we assessed it’s abstractness 3 because atom cannot be seen. On the other side, our students have not seen pyramids in Egypt but these can be seen in principle and so the noun “pyramid” had abstractness 1.

Procedure.
Text comprehension was measured by cloze tests and/or post test. In cloze tests, every seventh word in the texts was replaced by a blank and students had to fill in the blanks. Seven versions of cloze tests were composed for every text. Post tests were also composed in several versions for better covering the content of the texts. The questions in tests were aimed at recalling concepts and facts, at
comprehension of connections and phenomena, transforming information and at solving problems. Every student worked with every text without any support from teachers or co-students. Different students worked with different texts in each class. The inter-scorer reliability for scoring the free-response questions in post-test was .85. Detailed description of the method is published elsewhere (Mikk, Kukemelk, 2010).

Table 1: Subjects and texts in the studies.

<table>
<thead>
<tr>
<th>I study Popular-scientific texts in biology</th>
<th>II study Popular-scientific texts</th>
<th>III study Texts from physics textbooks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjects</td>
<td>124 students 15–16 years old</td>
<td>30 students 15–17 years old</td>
</tr>
<tr>
<td>Texts</td>
<td>48 texts in Russian Average length 258 words</td>
<td>30 texts in Estonian Average length 157 words</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40 texts in Russian Average length 499 words</td>
</tr>
<tr>
<td>The level of prior knowledge</td>
<td>5.5%</td>
<td>29.7%</td>
</tr>
<tr>
<td>Post-test score</td>
<td>36.2%</td>
<td>49.0%</td>
</tr>
</tbody>
</table>

Results and Discussion

Arithmetic mean of text nouns’ abstractness was calculated for every text. Nouns with the abstractness level 1 were considered concrete nouns and their percentage among all nouns of the text was also calculated for every text. Abstract nouns were the nouns with the abstractness level 3.

The indices of text comprehension were correlated with the indices of noun abstractness (Table 2).

Table 2: Correlations between text abstractness and comprehension.6

<table>
<thead>
<tr>
<th>Indices of abstractness</th>
<th>I study Cloze procedure</th>
<th>I study Post-test score</th>
<th>II study Cloze procedure</th>
<th>III study Post-test score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean abstractness of nouns</td>
<td>-.52</td>
<td>-.66</td>
<td>-.53</td>
<td>-.53</td>
</tr>
<tr>
<td>Percentage of concrete nouns</td>
<td>.45</td>
<td>.58</td>
<td>.41</td>
<td>.51</td>
</tr>
<tr>
<td>Percentage of abstract nouns</td>
<td>-.64</td>
<td>-.71</td>
<td>-.38</td>
<td>-.40</td>
</tr>
</tbody>
</table>

All the correlation coefficients in the Table 1 indicate that texts with higher portion of abstract nouns are more difficult to understand. The more there are concrete nouns in the text the easier is the text. The validity of the average noun abstractness was from 0.52 to 0.66 in predicting reading comprehension.

In the study of physics textbooks the correlations were lower than in the study popular scientific texts of biology and in the same time, the prior knowledge of section content in physics textbooks was higher than in the case of popular scientific texts in biology.

Abstract nouns are longer than concrete words. J. Elts (1995) has found correlation 0.96 between the abstractness level of nouns in biology texts and the length of nouns in letters. Despite that the average level of noun abstractness was a more powerful predictor of text readability according to Estonian readability formula for popular scientific texts (Mikk, 2000, 118) and for Russian texts in physics (Kukemelk & Mikk, 1993, 100).

Considering the importance of text analysis by computers, it would be useful to compose dictionaries of noun abstractness. Some examples of such dictionaries are available (Della Rosa, 2010; Guido, 2004).

---

6 All the correlation coefficients are statistically significant at .05 level.
Limitation
The samples of texts and students were not representative to popular-scientific texts or to all students in Estonia. Therefore, we cannot generalize the results, however, the concurrency of the results supports the validity of the scale in the wide area of texts and students.
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Abstract. The main goals of this study were to describe the reading procedures used by last-year secondary school students; to investigate whether skilled and less-skilled readers use different reading procedures; and to find out the relation between these procedures and reading comprehension. The reading process followed by 55 secondary school students was examined, keeping track of their procedure using specific software. Participants read an expository text and answered comprehension questions afterwards. Four reading procedures were identified, differing in terms of self-regulation. Skilled readers tended to use non-linear and recursive patterns, while the more mechanical patterns were used by less-skilled readers. Significant differences were found in high level comprehension performance (but not in low level questions) depending on the reading procedure used; these differences could be attributed neither to reading time nor to general comprehension ability. Those using more self-regulated reading procedures performed better in high level questions than those reading mechanically.
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Introduction

Being fully competent in reading implies not only superficial comprehension (involving low level processes, i.e. processing literal information or doing simple inferences), but also deep comprehension (demanding high level processing, like integrating information across the text, or reasoning beyond text) (Graesser, Singer & Trabasso, 1994). Skilled readers, faced with different requirements, know which cognitive processes need to be activated and how to do it; i.e., they can self-regulate comprehension. This self-regulation is reflected in the product of comprehension, as well as in the procedures in which a reader engages. Prior research has described different reading procedures (Goldman & Saul, 1990), suggesting that skilled and less-skilled comprehenders differ in their involvement in metacognitive strategies (Garner & Reis, 1981). Successful self-regulation would enable readers to assess the reading process (“monitoring”) and to adjust their behaviour to the reading aim or to incomprehension (“control”), i.e. to use adequately the two main components of metacognition (Nelson, 1996). One of the possible control strategies is rereading, commonly assumed to be adequate to fix incomprehension or to deepen comprehension, and frequently considered in the study of reading procedures, as it implies recursion, in comparison to linear procedures. The use of rereading must imply some kind of reading “monitoring”. So, it could be hypothesized that its profitable use may be related to self-regulation. However, some approaches to the study of rereading neglect the importance of self-regulation, automatically assigning participants to one condition or another (typically a “read the text once” vs. a “read the text twice” condition, e.g. Callender & McDaniel, 2009). In order to try to remove this limitation, the present study aimed at describing the reading procedures used by students when they read following any procedure they want; at investigating whether these procedures differ between skilled and less-skilled readers; and at finding out if different reading procedures lead to different comprehension results.

Method

Participants were 55 final-year secondary school students attending three similar schools in Barcelona, Spain. They were selected considering two variables: prior knowledge (that has to be low) and reading comprehension ability (measured with a standardized test (TEC, Vidal-Abarca et al., 2007). We selected participants scoring above percentile 80 (skilled readers) and those situated in 30th-40th percentile (less-skilled readers); readers scoring in 20th percentile or less were excluded). As data were
collected using specific software to keep track of the reading process (Read&Answer, Vidal-Abarca et al., 2011), we used sample material to instruct participants in its workings, and to illustrate the kind of task that they will be required to do later. Once they were ready, they went on to the critical trial. Then, participants had to read an expository text about “The Second World War” (676 words), directly extracted from a Social Sciences textbook. They were told to read it carefully, considering that they would have to answer questions about it later. After reading, they answered to these questions. The reading comprehension questions were constructed \textit{ad hoc} for this experiment, and consisted on 4 low level questions (superficial comprehension) and 5 high level questions (deep comprehension). Participants performed the task individually, in the presence of a researcher, and with no time limit.

**Results and Discussion**

Reading procedures were analysed considering reading sequences (to establish if the reading was linear or introduced some kind of recursion during or after the process) and reading speed for each segment of the text (\textit{stability envelope} analysis (Gast & Spriggs, 2009) were performed to determine to what extent reading speed has been stable across the different segments of the text). Consistent with Goldman & Saul (1990), four different reading procedures were found: \textit{linear reading} (a unique sequential reading at a stable speed), \textit{linear rereading} (two sequential readings; the first reading is slower than the second one, but both are done at a balanced pace), \textit{linear reading followed by selective rereading} (a sequential reading with rereading of some fragments afterwards; reading speed is more variable), and \textit{reading with on-line rereading} (incorporates some punctual rereading before reaching the end of the text, and reading speed is different across segments).

Figure 1 shows the percentage of participants using each procedure, considering the whole sample (N=55). Figure 2 represents this information, differentiating amongst skilled (N=29) and less-skilled readers (N=26).

![Figure 1. Percentage of reading procedure use amongst skilled and less-skilled readers.](image1)

![Figure 2. Percentage of reading procedure use amongst skilled and less-skilled readers.](image2)

\textit{Linear reading} procedure was essentially used by less-skilled readers, whilst the \textit{linear reading followed by selective rereading} procedure is more used amongst skilled readers. It could be argued that this procedure incorporates self-regulation to some extent, because participants reread only some segments of the text and devote different attention to different parts of the text (opposite to a mechanical reading). The same could be said about the \textit{reading with on-line rereading} procedure, which turned out to be the most commonly used procedure in our sample, and curiously enough, both skilled and less-skilled readers used it in a similar proportion.

To investigate whether participants obtained different comprehension results as a function of the reading pattern used, ANOVA analyses were conducted separately for each reading comprehension subscale. For low level questions, results showed no significant main effect of the reading procedure $F(3, 51) = 1.846, p = .151, \eta^2 = .098$. Conversely, for high level questions, a main effect of the reading procedure used was found $F(3, 51) = 4.59, p = .006, \eta^2 = .213$. In view of these results,
ANCOVA analyses were performed for these questions, to examine if the significant main effect obtained could be attributable to the reading procedure, or to other covariables such as reading comprehension ability and time spent on reading the text. Results showed that, once we controlled the effect of these two covariates, the main effect of the reading procedure still was significant, $F(3, 49) = 3.188, \ p = .032, \ \eta^2 = .163$. Specifically, those using a linear reading followed by selected rereading and a reading with on-line rereading procedure obtained better results than those reading and rereading the text linearly.

So, these first two procedures seemed to be better self-regulated and more strategic, considering that, in fact, led to better comprehension performance. These results are consistent with the idea that, when having low prior knowledge, one linear reading is not enough; at the most, it may be useful to superficially comprehend a text, but it would difficultly enable deep comprehension (Sánchez, 1998). Also, results suggest that when it comes to deep comprehension, reading procedures and rereading strategies are more effective if the reader adapts its use to the ongoing comprehension, than when they are used mechanically. These results seem to point out the relation between comprehension and self-regulation: skilled readers tend to use more self-regulated procedures, which are especially important to deeply comprehend texts (but not to process texts superficially). So, one critical issue to achieve high level comprehension may be the way one self-regulates the own reading process.

References
Animations Facilitate Spatial Perspective Taking

Stefan Münzer
Universität Mannheim
A 5, 68131 Mannheim, Germany
stefan.muenzer@uni-mannheim.de

Abstract. Spatial perspective taking means to imagine a spatial configuration from another point of view. The present study investigated whether focused animations can facilitate spatial perspective taking. The experimental task demanded to estimate directions to memorized objects in a spatial scene from an imagined position and orientation within the scene. Static pictures which required imagined reorientation of the self were compared to animations showing the reorientation externally. Individual differences in perspective taking ability were considered. Results showed a large effect in favor of animations for reaction times. An aptitude-treatment-interaction was found for accuracy: Perspective taking ability played a much stronger role in direction estimation accuracy with static pictures than with animations. It is concluded that focused animations can facilitate spatial perspective taking.
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Spatial Perspective Taking
In many domains (geography, virtual environments, anatomy, mechanical systems, chemistry, etc.), the understanding of the spatial configuration of components of a system or the spatial relations between objects in a scene is an important learning goal. The popular use of animations and interactive 3D-visualization software suggests that those visualizations are considered supportive.

Static pictorial representations of spatial configurations are typically studied with a particular orientation (e.g., maps are studied with north on top). Judgments of relative directions from memory are more difficult if they require reorientation (e.g., Roskos-Ewoldsen, McNamara, Shelton, & Carr, 1998; Rossano & Moak, 1998). By showing the change of the viewpoint externally, animations may facilitate perspective taking because visual-spatial processing is supported.

In the present study, individual differences in spatial perspective taking ability are considered. Perspective taking is associated with a visual-spatial ability factor termed spatial orientation. This factor is contrasted with the spatial visualization factor, because the egocentric viewpoint changes only in orientation tasks, but not in visualization tasks. The distinction has been supported with a new test of perspective taking (Kozhevnikov & Hegarty, 2001; Hegarty & Waller, 2004).

Experiment
Method
Participants. Fifty-four students of Saarland University (27 females, $M = 25.0$ years, $SD = 5.6$ years) took part. Three participants (2 females) were excluded because they missed more than two items of the perspective taking test. For 19 participants out of 51 participants, reaction time data were not recorded due to a technical error.

Materials. Each item of the experimental materials showed a virtual room from a bird’s eye view which contained a blue and a red post and an indication of a person with a position and an orientation. Participants had to estimate the relative direction to one of the two posts from memory (i.e. after studying the scene). Participants responded by clicking on a circle imagining that “up” corresponded to their heading if they would stand in the scene with the indicated orientation. In the static presentation condition, perspective taking had to be mentally performed. In the animated presentation condition, perspective taking was shown externally (the animation showed a camera flight into the position in the spatial scene). The angle difference in degrees between the initial bird’s-eye view and the orientation of the indicated person was experimentally varied (50°, 90°, 130°, 170°). The angles
between the indicated person’s position and orientation and the target post were varied over a wide range (e.g., 35°, 70°, 110°, 130°, 150°, 200°, 235°, 295°). Participants performed all conditions.

Perspective taking ability was measured with the perspective taking test (Hegarty & Waller, 2004). A map is presented which shows a spatial configuration of seven objects. Participants imagine themselves standing at a particular position, facing a particular second location, pointing to a third location. The score of the participant is the average angular error over twelve items. The test is administered with a time limit of five minutes. Participants performed the perspective taking test with an average angular error of $M = 19.70°$, $SD = 11.81°$, $Min = 6.3°$, $Max = 64.6°$ ($N = 51$).

**Results**

Descriptive accuracy data (angular error) are shown in Table 1. An analysis of variance with presentation (static, animation) and angle (50°, 90°, 130°, 170°) as within-factors did not reveal an effect of presentation, $F < 1$, ns, but it yielded a significant effect of angle, $F(3,156) = 11.768$, $p < .001$, partial $\eta^2 = .19$. An interaction between presentation and angle was not found, $F < 1$, ns. The 130° and 170° angles were more difficult than the 50° and 90° angles. A Scheffé post hoc test revealed a critical difference of $3.60°$ ($p < .05$).

Descriptive reaction time data are also shown in Table 1. An analysis of variance with presentation (static, animation) and angle (50°, 90°, 130°, 170°) as within-factors was performed. A significant effect of presentation was obtained, $F(1,31) = 17.749$, $p < .001$, partial $\eta^2 = .36$. Neither an effect of angle, $F(3,93) = 1.243$, ns, nor an interaction between presentation and angle was found, $F < 1$, ns.

**Table 1: Accuracy and reaction times separated by presentation and angle.**

<table>
<thead>
<tr>
<th>Presentation condition</th>
<th>Angle condition</th>
<th>Accuracy (angular error)</th>
<th>Reaction times (milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M ($SD$)</td>
<td>M ($SD$)</td>
<td></td>
</tr>
<tr>
<td><strong>Static</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50°</td>
<td>13.49° ($5.99°$)</td>
<td>2059.88 ($527.41$)</td>
<td></td>
</tr>
<tr>
<td>90°</td>
<td>13.68° ($10.86°$)</td>
<td>2120.63 ($490.59$)</td>
<td></td>
</tr>
<tr>
<td>130°</td>
<td>18.29° ($9.66°$)</td>
<td>2031.33 ($414.62$)</td>
<td></td>
</tr>
<tr>
<td>170°</td>
<td>18.05° ($13.26°$)</td>
<td>2101.79 ($529.32$)</td>
<td></td>
</tr>
<tr>
<td><strong>Animation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50°</td>
<td>14.14° ($5.59°$)</td>
<td>1900.78 ($410.36$)</td>
<td></td>
</tr>
<tr>
<td>90°</td>
<td>12.95° ($6.37°$)</td>
<td>1856.83 ($380.24$)</td>
<td></td>
</tr>
<tr>
<td>130°</td>
<td>17.60° ($6.02°$)</td>
<td>1811.59 ($335.53$)</td>
<td></td>
</tr>
<tr>
<td>170°</td>
<td>18.35° ($9.07°$)</td>
<td>1853.16 ($280.66$)</td>
<td></td>
</tr>
</tbody>
</table>

*Note. N = 51 for accuracy data, N = 32 for reaction time data*

An aptitude-treatment-interaction between spatial perspective taking ability and static vs. animated presentation was evaluated by comparing the regression slopes between the static presentation and the animation conditions separately for small (50°, 90° combined) and for large (130°, 170° combined) angles. The comparison of the regression slopes followed Judd, McClelland, and Smith (1996, p. 369). For small angles, the regression coefficient with static presentation was $r = .57$ ($r^2 = .33$), $F(1,15) = 24.047$, $p < .001$. The regression coefficient with animation was $r = .34$ ($r^2 = .12$), $F(1,15) = 6.368$, $p < .05$. The coefficient for the difference slope was $r = .39$ ($r^2 = .15$), $F(1,15) = 8.802$, $p < .01$, indicating a significant difference between the slopes for static presentation vs. animation.
Large angles (130°, 170° combined)

Static presentation

Animation

For large angles (Figure 1), the regression coefficient with static presentation was $r = .55 \ (r^2 = .30)$, $F(1,15) = 21.245, p < .001$. With animation it was $r = .03 \ (r^2 = .00), F < 1, \ ns$. The coefficient for the difference slope was $r = .52 \ (r^2 = .27), F(1,15) = 17.889, p < .001$, i.e., a significance difference between the slopes for static presentation vs. animation was found.

Conclusions
Larger angles between the observers’ original position and the to-be-adopted position and orientation resulted in higher angular errors. Thus, difficulty depended on angle. Difficulty was not affected by type of presentation. However, animations allowed participants to answer substantially faster, indicating facilitation. Regression analyses suggest an aptitude-treatment-interaction: The relation between perspective taking ability and accuracy in the experimental task was moderated by type of presentation. Perspective taking ability explained much less variance with animated presentation.
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Abstract. Skills for dealing with external representations in science have been referred to as representational competence. Representational competence enables students to think, communicate, and conceptualise about science concepts and is therefore crucial for developing scientific literacy. Research indicates that students’ representational competence is further closely related to students’ conceptual understanding. However, previous studies did not empirically distinguish between domain knowledge and representational competence. The aim of this study is therefore to model the development of representational competence and domain knowledge and the relationship between these two constructs. Confirmatory factor analyses and a latent cross-lagged panel model of data from 931 German secondary school students indicate that domain knowledge and representational competence are separable but interconnected constructs and prior knowledge in the domain plays a significant role for the development of representational competence.
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Introduction

There is a strong consensus among researchers that learning science involves different multimodal representations such as graphs, diagrams, texts, symbols, and formulae (Ainsworth, 1999, 2006; Kress, Jewitt, Ogborn, & Tsatsarelis, 2001; Lemke, 2004; Yore & Hand, 2010). Interpreting, constructing, transforming, evaluating, and using different scientific representations are therefore crucial skills for students. These skills have been referred to as representational competence which allows students „to reflectively use a variety of representations […], singly and together, to think about, communicate, and act on […] phenomena in terms of underlying, aperceptual physical entities and processes” (Kozma & Russell, 2005, 131). Representational competence is situated within a specific domain addressing disciplinary skills that students should acquire to become proficient and literate in the targeted domain and includes the following skills: (a) use representations for describing scientific phenomena; (b) construct and/or select a representation and explain its appropriateness for a specific purpose; (c) identify, describe, and analyze features of representations; (d) compare and contrast different representations and their information content; (e) connect across different representations, map features of one type of representation onto those of another, and explain the relationship between them; (f) take the epistemological position that representations correspond to phenomena but are distinct from them; and (g) use representations in social discourse to support claims, draw inferences, and make predictions (Kozma & Russell, 2005).

Previous research indicates that students’ representational competence is closely related to students’ conceptual understanding of the domain (Kozma & Russell, 1997; Stieff, 2011). However, these studies did not seek to empirically distinguish between domain knowledge and representational competence. The aim of this study is therefore to model the development of representational competence and domain knowledge in a specific topic and the relationship between these two
constructs. The following research questions are addressed: (1) Are representational competence and domain knowledge separable constructs? (2) What kind of role does students’ domain knowledge play in relation to students’ representational competence and vice versa?

**Method**

To model the development of representational competence and domain knowledge and its relationship we used a one group pretest-posttest design and assessed domain knowledge and representational competence before and after a teaching unit on photosynthesis (15 lessons on average) in 45 grade 11 and 12 classes (German secondary school). In total, 931 students (61% female, 39% male) aged 16 to 24 years \( (M = 17.8, SD = 0.7) \) participated in this study. Confirmatory factor analyses (using Mplus) were used to address research question 1. To address research question 2 a latent cross-lagged panel model was analysed using Mplus.

Instruments with multiple choice items to assess representational competence and domain knowledge (on photosynthesis) were developed and tested in pilot studies. As representational competence is a complicated and broad concept, setting a focus on single aspects was needed for developing the test. The test for representational competence (15 items) focused on the transformation of information among different modes of representations and included the skills a, b, c, and e as described above. Subject-specific information that was necessary to solve the task was given in the item stem to ensure that items could potentially be solved independently from knowledge about photosynthesis. The test on domain knowledge (6 items) focused on central concepts within the topic photosynthesis which are covered in the state-prescribed curriculum for that specific teaching unit (Basel, 2009). Both tests showed acceptable reliability (Cronbachs \( \alpha = .62 \) for domain knowledge, .68 for representational competence) and strong measurement invariance.

**Results**

Results of confirmatory factor analyses are shown in Table 1. At both measurement times, the model with separated latent factors for domain knowledge and representational competence (two-dimensional) showed a better fit to the data than an alternative model with only one latent factor.

<table>
<thead>
<tr>
<th></th>
<th>Pre-tests</th>
<th>Post-tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-dimensional model</td>
<td>( \chi^2(df) = 228.6 ) ((189), p=0.026; )</td>
<td>( \chi^2(df) = 254.1 ) ((189), p=0.001; )</td>
</tr>
<tr>
<td></td>
<td>RMSEA=0.015, CFI/TLI=0.860/0.844</td>
<td>RMSEA=0.022, CFI/TLI=0.911/0.902</td>
</tr>
<tr>
<td>Two-dimensional model</td>
<td>( \chi^2(df) = 218.7 ) ((188), p=0.062; )</td>
<td>( \chi^2(df) = 224.3 ) ((188), p=0.036; )</td>
</tr>
<tr>
<td></td>
<td>RMSEA=0.013, CFI/TLI=0.892/0.879</td>
<td>RMSEA=0.017, CFI/TLI=0.951/0.945</td>
</tr>
</tbody>
</table>

Figure 1 presents the results of the latent cross-lagged panel model which showed good fit indices \( (\chi^2(df) = 876.2 \) \((811), p=0.06; \) RMSEA = 0.009, CFI/TLI = 0.93/0.92). Domain knowledge and representational competence correlated moderately and share about 30% of variance. The autoregressive regression coefficients indicate that the stability of representational competence from pre-to post-test was more pronounced than the stability of domain knowledge. The asymmetrical cross-lags show a directional effect: Prior domain knowledge positively predicted representational competence but prior representational competence did not predict domain knowledge.
Figure 1. Standardized parameter estimates for the latent cross-lagged panel model (Factors loadings were held equal across pre- and post-test for each variable, item residuals were allowed to be autocorrelated and only significant parameters are shown. DK = domain knowledge, RC = representational competence).

Discussion
The analyses indicate that domain knowledge and representational competence are separable but interconnected constructs which is in line with theoretical considerations. Representational competence was rather stable in the analysed time interval of about 15 lessons. Therefore, it might be fruitful to investigate the development over a longer time. Prior knowledge in the domain seems to play a significant role for the development of representational competence. In further studies it is thus necessary to control for domain knowledge when investigating representational competence.
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Abstract. Science is multimodal - both scientists and students learning science use representations including text, diagrams, graphs, formulas, and symbols to construct knowledge and communicate findings. RC is a recent focus in science education research but there is no widely accepted measure of RC. The projects described here were designed and implemented in different countries (Germany, Canada), grade levels (Grades 11 and 12, Grades 6 and 7), and dealt with different topics (photosynthesis, general science topics). Yet each project attempted to measure RC by asking students to complete tasks that involved constructing representations, choosing the most appropriate representation of a particular concept, analyzing features of representations, and making connections between representations. Each project provided insights into students’ interpretation, construction, and transformation of representations and provided a foundation for developing a measure of RC.
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Learning science involves materials that contain multimodal representations (Jewitt, Kress, Ogborn, & Tsatsarelis, 2001). Hence, students need to develop representational competence in order to interpret, construct, relate, and transform representations in a scientific manner. This collection of skills has been referred to as representational competence (RC, Kozma & Russell, 2005). RC allows students to think, communicate, and conceptualize about science concepts and includes the abilities to: (a) use representations for describing scientific concepts; (b) construct and/or select a representation and explain its appropriateness for a specific purpose; (c) use words to identify, describe, and analyze features of representations; (d) compare and contrast different representations and their information content; (e) connect across different representations and explain the relationship between them; (f) realize that representations correspond to phenomena but are distinct from them; and (g) use representations in discourse to support claims, draw inferences, and make predictions.

The Issue
Given the importance of RC in doing and learning science, it is important to foster those skills in the science classroom. To develop learning environments that foster students’ RC, it is necessary to assess students’ RC in a comparable manner. Therefore, a measure of RC that is applicable across learning contexts is needed. Experts have noted the lack of such a measure (deVries & Lowe, 2010). Our poster showcases two projects that developed measures for aspects of RC in different contexts utilizing different approaches. We point out advantages and disadvantages of each measure and merge our results to prepare a foundation for developing a reliable measure for assessing RC in science.

Procedure
The two projects described here were designed and implemented in different countries, at different grade levels, and dealt with different science topics. Yet each project attempted to measure RC with tasks that involved using representations to describe concepts, constructing representations, choosing the most appropriate representation of a particular concept, identifying, describing, and analyzing features or components of representations, and making connections between representations.
Research Project 1 explored how representations are used in biology instruction on photosynthesis in German secondary schools and how instructional approaches to representations affect students’ RC. The measure of RC focused on the transformation of scientific information between different representational modes and incorporated skills a, b, c, and e as described above (Kozma & Russell, 2005). 27 tasks with 45 open-ended items were developed based on an analysis of representations in teaching material. The open-ended items were administered in five Grade 11 and 12 classes to explore students’ ideas of how to represent a specific topic. Responses were analyzed to identify common errors and closed items were created and administered in three Grade 11 classes to explore the difficulty of these items. Based on these results and theoretical assumptions, 12 tasks with 18 closed items were chosen to be utilized in the final measure (see Figure 1). The final measure was administered in 45 Grade 11 and 12 classes. The unidimensional Rasch model was applied to data from 202 students to obtain information about the items’ psychometric quality. Item fit was assessed using the weighted mean square statistic (WMNSQ). WMNSQ of the 18 closed items range from 0.87 to 1.16 showing good item fits. Item difficulties ranged from -1.461 to 1.766. Furthermore, items showed satisfactory discrimination with values between 0.31 and 0.52. The EAP/PV reliability of the test was 0.78, which is considered to be satisfactory. These analyses indicate that the administered items showed satisfactory psychometric quality.

Figure 1. Example of a multiple choice item from Research Project 1. Note: Text is shortened.

Research Project 2 examined Canadian middle school students’ RC in science using a variety of researcher-created assessments. Four of the RC skills listed above (Kozma & Russell, 2005) were targeted as appropriate for middle school students: b, c, d, and e. Test items were researcher developed and refined based on feedback from experts in the field and teachers with extensive middle school experience. Items included constructing representations based on unfamiliar science concepts described in a text passage; answering questions based on verbal and visual information and identifying where the answers were located; answering questions that relied on interpretation of spatial diagrams; describing the thought process behind some of the decisions that were made when creating representations; selecting the most appropriate representation for a particular science concept and explaining why it was the most appropriate; and analyzing specific aspects of a representation such as how to depict motion or what an arrow meant (see Figure 2). Tasks were presented in four separate tests to 44 students from four Grades 6 and 7 classrooms and items were assessed for accuracy or content as appropriate. Follow-up interviews were conducted to collect more information about student thinking and interview responses were analyzed iteratively, using open coding. Combined results from tasks and interviews suggest that while many participants could select the most appropriate representations for scientific information, such as flowcharts for processes or cyclical graphics for life cycles, they had difficulty creating their own accurate representations of information, and most participants were unable to articulate their knowledge of representational functions.
Implications and Contributions

The results of each project have separate implications dependent upon the context. In our separate attempts to design a means of assessing RC, we each adopted a working definition that emphasized a number of discrete skills that needed to be used in an integrated fashion. Our measures included items based on using representations to describe concepts, constructing representations, choosing the most appropriate representation of a particular concept, identifying, describing, and analyzing features or components of representation, and making connections between representations. Although both measures showed satisfactory validity and reliability, further steps need to be made to develop an overall measure of RC. First, we need to rethink the skills described by Kozma and Russell (2005). Do those skills describe RC completely or do other skills need to be addressed as well? The concept of metarepresentational competence (diSessa, 2004) could be a fruitful addition to our consideration of RC. Second, we need to widen our focus and develop tasks and items to cover more skills than those we already incorporated in our respective measures. Third, all items need to be analyzed in terms of their psychometric quality. In this regard we need to think about task and item formats. In our respective projects we used different approaches—Project 1 focused on closed items and a quantitative approach to assess students’ RC whereas Project 2 used open items and a qualitative approach. Advantages of both approaches should be incorporated in a measure of RC and IRT models could be used to assess the psychometric quality. These two projects, and the implications yielded by the integration of the projects, contribute to the teaching and learning of science in a number of ways. Each individual project provided insights into how students interpreted, constructed, and transformed representations. Furthermore, we are beginning to develop the foundation for a measure of RC that is applicable in different teaching and learning contexts.
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Abstract. The present study is centered on a multi-touch table (MTT), which provides museum visitors with information concerning art exhibitions. The MTT offers the possibility to assist visitors in an either implicit or explicit way to collaboratively engage in meaning-making activities. The present study investigates which kind of support is needed and how it should be designed to foster learning. An explicit instructional support will be designed against the backdrop of research on example comparisons and schema acquisition. An implicit support will be designed as it is known into the field of CSCL. Both ways of support are based on ontological commonalities and differences between exhibits so that the MTT is able to make museum visitors aware of the conceptual structure of the assembly of art exhibits. The two kind of support will be empirically investigated in this (planned) study.
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Problem Definition
In the last decade, museums have become an essential context of informal learning for visitors of all ages. In fact museums act as agents of knowledge transfer. However, relatively little is known about how visitors learn in museums and how they can be supported. That is, how can knowledge be efficiently constructed at the museum? More and more museums install multimedia technology in their exhibitions (e.g. the MoMA's iPhone App\(^7\)). Indeed digital technologies may offer new possibilities to learn at the museum. In particular multimedia representations (i.e., combinations of visual and verbal representations in either static or dynamic formats), can be made available to individual visitors as well as to groups visiting a museum. The potential of learning with multimedia is documented within the Cognitive Theory of Multimedia Learning (CTML; Mayer, 2005). However studies investigating the concept of learning with multimedia at the museum are still lacking.

The present study is part of an interdisciplinary project aiming at the development of an innovative visitor information system centered on a multi-touch table (MTT), which provides visitors with information concerning art exhibitions. While going through the exhibition, they assemble exhibits that they find interesting with their iPhone by simply selecting them on their display. After their visit, they can survey their collection by depositing the iPhone on the MTT. Their assemblage then appears automatically in a personal area on the MTT display, as shown in Figure 1.

While the original exhibits are still hanging untapped, it is possible to “touch”, to pivot, to displace or to zoom in the collected exhibits on the MTT. Moreover and in contrast to audio guides, this approach allows visitors to see and touch the collection of other visitors, thereby informing them about further art features. The display of divergent ways “to see art” – relative to their own collection – stimulates interaction among visitors and engages them to discuss their different opinions.

Accordingly, this approach accounts better for the fact that visitors rarely go alone to the museum to see an exhibit. Whether school classes, families or guided tour groups, it seems that making the experience of an exhibit with others is preferred. In line with this, the present study aims at developing applications for the MTT, which support collaborative learning at the museum.

**Supporting Collaborative Learning at the Museum**

Collaborative learning has already been well put into practice in school and organizational learning settings but is still lacking in the field of learning at the museum. Anyhow, we think that supporting collaborative learning can be implemented there in fruitful ways, whereby the present application focuses on two approaches: the notion of group awareness and the concept of schema acquisition (comparison of commonalities and differences). Both will be illustrated in the following.

Based on the idea that groups benefit when members are informed about the status of other group members, group awareness tools gather context information about group members (e.g. who is online) and feed this information back. With regard to computer-supported collaborative learning, particularly providing cognitive information, such as knowledge or hypotheses of group members proved to be beneficial (e.g., Bodemer, 2011). For supporting collaborative visitor learning in the museum, gathering and feeding back cognitive variables (such as preferences concerning art exhibits) might be used to initiate meaningful discussions on controversial visitor perspectives. For instance, as shown in Figure 2, both visitors have assembled different exhibits: the MTT displays a luminous border around concordant exhibits to make visitors aware of the conceptual (dis-)similarities regarding their assemblies. In that way, the application implicitly support visitors to discuss their opinion and exchange their knowledge related to art.

Another widely proposed instructional method for fostering learning is the comparison of (multiple) examples (e.g. Quilici & Mayer, 1996; Scheiter, Schuh, & Gerjets, 2004). Comparison processes are seen as essential for schema acquisition (Gerjets et al., 2008). Comparing examples is assumed to allow for the identification and abstraction of relevant features that make up concepts – here concepts of art (e.g. epochs, genre or themes). Such comparison processes may occur spontaneously; however, research suggests that learners typically benefit from instructional guidance that prompts them to conduct comparison processes. According to this, our application consists in an explicit instruction, which prompts the visitors to compare their collected exhibits. For example, the art topic “landscape” can be illustrated both with paintings from different epochs or with paintings of landscapes in different art genres. One visitor may have collected a vase whereas another one has picked a canvas – both displaying a landscape. Thus, they may share a non-obvious interest in landscapes, which they can deepen by comparing and discussing the assembled exhibits.

**Method**

The aim of this study is to investigate which kind of support is needed for collaborative learning at the museum and how it should be designed for an art exhibition. In the planned study, learners will first work on a test of knowledge about art facts. Then, they will be instructed to visit an experimental exhibition (reproductions of art exhibits) and collect some exhibits with an iPhone. The material (40 exhibits of the experimental exhibition) has been chosen so that it shows different conceptual categories regarding art (e.g. epochs, genre, landscapes, portraits and so on). Subsequently, two participants will meet at the MTT to take part in a collaborative learning situation, in four different experimental conditions. The conditions derive from a 2x2 factorial between-subjects design with the two factors “implicit support“ (highlighting divergent exhibit assemblies; given vs. not given) and “explicit instruction“ (instruction to compare exhibits; given vs. not given). In the control/ first condition, participants neither receive implicit support nor explicit instruction. In the second condition, they are made aware of the conceptual commonalities and differences in their assemblies by the
luminous border that highlights exhibits in their assembled exhibits; however, they do not receive an explicit instruction to compare exhibits. In the third condition, learners are not implicitly made aware of the conceptual characteristics regarding their assemblies but an explicit instruction about how to deal with the collected exhibits is given (e.g., “Please compare exhibit A from visitor X with B from Y”). In the fourth condition, learners are given both implicit support concerning the identification of conceptual (dis-)similarities among single exhibits as well as an explicit instruction to compare the assembled exhibits. As dependent variables the degree, content, and quality of learner interaction as well as performance in a post-knowledge-test that assesses the ability to identify and describe relevant art features will be assessed. First results of the study will be presented at the conference.

Figure 1. Two visitors with their assembled exhibits in a personal area on the MTT

Figure 2. The MTT displays a luminous border around similar exhibits
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Abstract. This study used eye-tracking methodology in the school setting to examine fourth graders’ online processing of an illustrated science text. We were interested in identifying patterns of visual behaviour, which was examined considering some individual differences. We also investigated learning from text as well as the link between processing and learning. Forty-nine 4th graders participated in a pretest, immediate, and delayed posttest design. Cluster analysis revealed three patterns of eye movements varying for the level of integration of text and picture. Significant associations between eye-fixation data and reading comprehension and prior knowledge emerged. Moreover, the patterns of visual behaviour were significantly related to learning outcomes. Students who performed better in the various tasks were those who showed greater integrative processing of the illustrated text.
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Introduction
Successful comprehension of the learning material that is usually presented in textbooks requires comprehension of verbal and graphical information, especially in science education. Research has investigated the potential benefits of multiple external representations when learning complex concepts (Ainsworth, 1999, 2006). It has been documented that pictures enhance students’ learning from text (Carney & Levin, 2002). For science learning, especially at elementary and middle school levels, visualizations play a crucial role as they can make unseen and complex processes visible (Kali & Linn, 2008). However, research has also indicated that it is not always true that “a picture is worth a thousand words” (Mayer & Sims, 1994). What does comprehension of an illustrated text require? According to the Schnotz (2002) integrative model, which elaborated Mayer’s (2001) theory of multimedia learning, structural mapping processes are essential to the formation of a coherent mental model of an illustrated text. Such a model implies the integration of the information provided by the text with information provided by the picture (Ainsworth, 2006; Florax & Ploetzner, 2010; Schlag & Ploetzner, 2011; Schnotz & Bannert, 2003).

Eye-tracking methodology is useful to shed light on the process of illustrated text comprehension. Some eye-tracking studies have contributed to unveiling text and picture processing in college students (e.g. Hegarty & Just, 1993; Sanchez & Wiley, 2006), but to our knowledge only a very few studies have involved younger learners (Hannus & Hyönä, 1999; Mason, Pluchino, Tornatora, & Ariasi, in press). In this investigation we were particularly interested in tracking the integration of verbal and pictorial information through eye movement analyses in elementary school students, that is, in much younger learners than those involved in previous research. We also sought to investigate the link between the online processing and the offline outcomes of learning from it. More specifically, to extend previous investigation, the following research questions guided the present study: (1) Are different patterns of readers’ eye movements during the first and second-pass reading identifiable? (2) Are eye movements related to the individual characteristics of reading comprehension ability, prior knowledge, and spatial ability? (3) Is readers’ learning from and illustrated science text associated to their eye movement patterns during reading, after controlling for individual differences?

Method
Participants.
Forty-nine 4th grader (F=22, mean age 9.7 years) were involved in a pretest, posttest, and delayed posttest design.
Learning material.
All participants read the same text on the topic of air. The text presents the characteristics of air and then explains that there is air even when it seems that there is nothing. The text then describes a phenomenon to explain why an empty water bottle contains air that must escape in order for water to be poured into it. An illustration depicts the phenomenon. The text and illustration were presented on the same computer screen, taking into account the spatial contiguity principle (Ginns, 2006).

Reading comprehension was measured using the MT (Italian) test for fourth grade (Cornoldi & Colpo, 1998).
Prior knowledge about the topic of air at pretest was assessed by five open-ended questions. Inter-rater reliability for each question ranged from .90 to 1 (Cohen’s k). Spatial ability was measured using the subtest for spatial relations of the Primary Mental Ability Test (PMA, Thurstone & Thurstone, 1963).

Learning tasks.
Free recall, factual knowledge, and knowledge transfer were measured at both immediate and delayed posttests. Eye-Fixation Measures. Five indices were computed considering the various AOIs (Hyönä & Lorch, 2004; Hyönä, Lorch & Rinck, 2003):
1. First-pass fixation time on text (duration of all fixations during the first-pass reading);
2. first-pass fixation time on illustration (duration of all fixations during the first-pass inspection);
3. text look-from fixation time (duration of all re-fixations that “took off” from a text segment and “landed” on another text segment);
4. look-from text to illustration fixation time (durations of all re-fixations that “took off” from a text segment and “landed” on the illustration);
5. look-from illustration to text fixation time (duration of all re-inspections that “took off” from the illustration and “landed” on a text segment). All these measures were logarithmically transformed due to the large variance in participants’ visual behaviour that led to non-normal distributions.

Results
Eye Movement Patterns
A cluster analysis using the Ward method revealed three patterns of processing. The least frequent, pattern 2 (n=7; 14%), was characterized essentially by the least time dedicated to the graphical representation and by the least integration of verbal and visual representation during the second pass text reading or picture inspection. The more frequent pattern 1 (n=20; 41%) was characterized by less time spent inspecting the picture during the first pass and less time spent integrating verbal and visual information during the second pass. The most frequent, pattern 3 (n=22; 45%), was characterized by the longest fixation time on inspecting the picture during the first pass and more integrating text and picture during the second pass. Kruskal-Wallis non parametric tests revealed significant differences between the three patterns in relation to the first-pass fixation time on the picture, \( \chi^2(2) = 16.32, p < .001 \), the look-from text to text fixation time, \( \chi^2(2) = 16.97, p < .001 \), the look-from text to picture fixation time, \( \chi^2(2) = 26.23, p < .001 \), and the look-from picture to text fixation time, \( \chi^2(2) = 25.99, p < .001 \).

Eye Movements and Individual Differences
Correlational analyses revealed significant associations between some of eye-movement data, reading comprehension ability and prior knowledge. Specifically, the lower the general reading comprehension ability, the longer the first-pass fixation time on the text (\( r = -.34 \)). More or less time is required to
attend to text segments by more or less skilled comprehenders, especially when the learning material becomes complex. In addition, it emerged that the higher the level of learners’ preexisting knowledge of the topic, the longer their fixation time on the picture during rereading of the text \((r = .31)\) and the longer their fixation time on the text during reinspection of the picture \((r = .30)\). Higher prior knowledge was therefore associated with a strategic behaviour which is crucial to learning from illustrated text. Spatial ability was not associated with any eye movement measure.

**Eye Movement Patterns and Learning**

First regression analyses were performed to obtain the residual standardized scores for all the learning measures at both testing times, after controlling for the possible contribution of reading comprehension and prior knowledge to these measures. Successively, we performed Kruskal-Wallis tests with the adjusted standardized scores to evaluate whether the patterns of eye movements associated to the participants’ performances in the learning tasks at immediate and delayed posttests. These tests revealed that the patterns of visual behaviour were significantly related to immediate recall, \(X^2(2) = 12.17, p = .002\), immediate factual knowledge, \(X^2(2) = 10.26, p = .006\), delayed factual knowledge, \(X^2(2) = 14.85, p = .001\), and immediate transfer, \(X^2(2) = 6.05, p = .048\). Pattern 3 students obtained higher scores in all these learning tasks, differentiating from pattern 2 and pattern 1 students.

**Discussion**

As expected, it was the integration between the two types of external representation that differentiates, essentially, the three patterns of eye movements while processing the illustrated text. In agreement with the theoretical models and empirical studies on multimedia learning, pattern 2 appeared to be less supportive and functional to knowledge acquisition from the illustrated text. In contrast, pattern 3 appeared to be the most strategic and functional resource for learning due to greater integration of verbal and graphical information. Pattern 1 appeared to be an intermediate way of dealing with text and picture processing during the first and second pass. Data regarding learning from the illustrated text confirmed that students who spent longer time trying to integrate text and picture outperformed the other students.

The study contributes to the literature on processing and learning from illustrated science texts at primary school level by focusing on multiple indices of eye fixations during first- and second-pass reading or inspection, and taking into account some individual differences. Investigations focused on online cognitive processing for comprehension of text and picture are important to further our understanding, at least to some extent, of the reasons underlying low achievement in science, which is based on successful illustrated text comprehension from the last years of primary school.
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Abstract. Effects of novel presentation formats on learning from animation were tested in 2 experiments. Experiment 1 recruited Johnson Laird’s notions about simplification in mental model building and compared sequential combinations of different formats (static and animated) versus repeated presentation of single formats. Comprehension measures indicated that despite participant’s mental model quality being significantly higher for the static-animated sequence, mental model scores were relatively low. Experiment 2 aimed to raise mental model quality by adding a new form of entity cueing in which functionally important aspects were cued via coloured tokens. Although eye movement data indicated the cues were effective in directing learners’ attention they did not result in further improvements in mental model quality.

Keywords: animation, mental model building, simplified representation, token cueing, eye tracking

Introduction

Building high quality mental models from an external animation can be a demanding activity. Johnson-Laird (1998) argued that to be effective, mental models need to be “simplified representations” or "small-scale models" of the external world. Accordingly, some of the difficulties learners have in building effective mental models from animations may arise because they fail to simplify or scale down the referent content before attempting to internalize it. The two experiments reported here examined whether the chaining of simplified external representations to animated presentations and the application of cues fostered building of more effective mental models. Simplified formats such as static pictures or animation segments depicting key steps of an animation have been used in previous studies (Kriz & Hegarty, 2007; Arguel & Jamet, 2008; Bétrancourt & Morand, 2010). However, when such ancillary representations were presented in isolation or simultaneously with the animation, the results were inconclusive. It may be that these approaches lack sufficient links between the simplifications and the animations or impose excessive processing demands on the learner. We took an alternative two-stage approach to presenting simplified external representations which manipulated the presence and the temporal location of (i) a set of static pictures and (ii) the corresponding animation. A complex animation of an upright piano mechanism was used without text (Figure 1). Four pairings of presentations were compared. In the first condition (SA), a set of six Static pictures (S) depicting key steps of the mechanism was presented and then followed by the Animation (A). In the second condition, the presentation order was reversed (AS). The two other conditions were single format controls (SS and AA). Higher quality mental models were predicted in the SA, and to a lesser extent in the AS conditions, than in the single format conditions. In the SA condition, we expected that in the first stage, learners would build a mental model of the mechanism’s operation by making inferences between the static key steps via active comparison and mental manipulation of pictures in the set. In the second stage, learners would use the animation as feedback for checking and refining this mental model. In the AS condition, learners could apply the mental model built from the animation to help them infer the changes depicted in the static pictures. Although this would allow them to try-out the mental model they constructed from the animation, the static pictures would be less useful for checking and refinement. In the single format conditions, there are no such opportunities to test the first-stage mental model against an alternative representation.

Experiment 1

After testing for spatial abilities and prior knowledge, the 82 participants (undergraduate French students) were randomly assigned to four groups (two dual-format and two single-format conditions). Each participant studied how the piano mechanism worked from the depictions provided (Fig. 1) for a total learning time of 3′30′′, (1′45″ for each stage). A local motion post-test measured recall of the local motion
of each piano component. In this test, learners used the computer mouse to move crosses on a static picture of the mechanism to show the direction and amplitude of each component’s movement. A second post-test, in which participants were asked to write an accurate explanation of the piano mechanism’s functioning, measured the level of integration of the “conceptual model” they had developed. Comprehension scores are presented Table 1a.

Figure 1. Series of static pictures and animation (SA) (Experiment One)

A repeated measures ANOVA showed mainly a significant interaction between type of presentation and post-test, \( F(3, 78) = 6.52, p < .001, \eta^2_p = .20 \) favouring the SA and the AS conditions for the conceptual model measure only. Univariate analysis showed an effect of presentation type for the conceptual model score, \( F(3, 74) = 4.44, p = .006, \eta^2_p = .15 \), with scores for SA and AS being higher than those for SS and AA, \( F(1, 74) = 10.01, p = .002 \). However, there was no effect of presentation type for local motion scores, \( F(3, 74) = 0.85, \text{ns} \). Finally, local motion scores were higher than conceptual model scores \( F(1, 74) = 290.05, p < .001, \eta^2_p = .79 \).

Experiment 2

Experiment 1 showed participant’s integrated conceptual model was significantly higher for the dual format presentations than for the single format presentations. However, even in the best condition (SA), conceptual models scores were relatively low (Table 1). In experiment 2, entity-based cueing was used with the aim of directing learner’s attention to specific areas with particular relevance for building high quality conceptual models. A novel form of dynamic cueing (see Boucheix & Lowe, 2010 and also the review by De Koning & al., 2009) was adapted for simplified representations by localizing cueing in functional groups of mechanism entities using coloured tokens (Fig. 2). The use of such tokens across key steps of the dynamic process could further improve the quality of conceptual models resulting from the chaining of simplified representations and animations.

Participants were 89 French undergraduate students. The experimental conditions and post-tests were the same as in experiment 1, except for the use of token cues, addition of a control condition without cues, and inclusion of eye tracking measures (Tobii 120). Based on the experiment one results, we choose the SA condition as the un-cued control condition for experiment 2. The same set of six static pictures was replicated four times, with each replica cueing a different functional group in its own colour. These displays were presented for 26 seconds per screen. The cue presentation order was consistent with the progressive changing dynamics of the piano operation (1: green, key-whippen; 2: red, jack- hammer butt; 3: blue, damper-hammer and 4: yellow, balance-back check.).
Figure 2. An example of SA condition (Experiment 2)

Table 1a, and 1b- Mean score as percentage of correct answers (and SD), for local motion and mental model quality tests, for each type of presentation, table 3a experiment1, and table 3b experiment 2.

|     | Exp. 1       |     |     |     |     |     |     |     |     |     |
|-----|--------------|-----|-----|-----|-----|-----|-----|-----|-----|
|     | SA           | AS  | SS  | AA  | Control |     |     |     |     |     |
| Local Motion | 41.8 | 38.8 | 42.2 | 45.6 | 46.2 | 47.7 | 45.8 | 49.3 | 50.3 |
| Conceptual Model | 24.8 | 20.8 | 16 | 13.3 | 38.9 | 40.6 | 35.2 | 43 | 35.3 |

Comprehension scores are presented table 1b. A repeated measures ANOVA showed no significant effect of presentation type, $F(4, 79) = 1.2, p = 0.3 \, \eta_p^2 = .05$, and no significant interaction. There was no significant difference between the groups in the cued SA and un-cued control conditions for the both post-tests, $F(1, 79) < 1, ns$. Analysis of eye movement data showed that participants looked significantly more often and longer at areas with tokens than at the rest of the display. Fixations on these areas persisted from when the token cue appeared until its disappearance indicating that the cueing directed the learner’s attention efficiently (despite not resulting in comprehension benefits).

Conclusion
The addition of a simplified external representation chained to an animation resulted in superior conceptual model quality. No further benefit was obtained by adding entity-based token cueing. A possible explanation for this lack of benefit is that although these cues are effective in directing attention to an animation’s functionally relevant entities, they fail to signal the key events that relate these entities and are crucial for the building mental models. However, the absolute values for conceptual model seem different between experiments 1 and 2, although the SA condition in exp. 1 and the SA control in exp. 2 were the same. Since cueing had no effect, one would expect to replicate findings from Exp. 1 in Exp. 2. Further research is needed to better understand such inconsistency.
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Abstract. Recent studies have shown that there are two distinct types of visual intelligence. Visual-object intelligence reflects one’s ability to process information about visual appearances of objects, whereas visual-spatial intelligence reflects one’s ability to process spatial relations and manipulate objects in space. These studies also showed that visual-object intelligence is related to specialization in visual art and design, whereas visual-spatial intelligence is related to specialization in engineering/sciences. The aim of this study is to show that the two types of visual ability result in different strategies for processing and producing route information.

Keywords: visual intelligence, visual ability, object visualizer, spatial visualizer, route information, navigation

Introduction

Several studies in the past decade provided support for a distinction between two types of individuals based on their imagery capacities. Kozhevnikov, Kosslyn, Shephard (2005) identified individuals with high object-imagery ability, called object visualizers, and individuals with high spatial-imagery ability, called spatial visualizers. Results indicated that object visualizers encode and process images holistically, as single perceptual units, whereas spatial visualizers generate and process images analytically, piece by piece. Blazhenkova & Kozhevnikov (2010) showed that visual-object intelligence is a unique component of intelligence, which reflects one’s ability to process information about visual appearances of objects and their pictorial properties (e.g., shape, color and texture), and demonstrated that this is distinct from visual-spatial intelligence, which reflects one’s ability to process information about spatial relations and manipulating objects in space (e.g. mental rotations).

According to both Kozhevnikov et al. (2005) and Blazhenkova et al. (2010) visual-object ability relates to specialization in visual art, whereas visual-spatial ability is related to specialization in science (physics, biochemistry, engineering, computer science and mathematics).

Research questions

The main research questions were (1) whether the distinction between visual-object and visual-spatial ability is indeed reflected in the distinction between visual artists/designers and engineers/scientists, and (2) how these types show up in multimodal navigation tasks. In particular, we wanted to find differential traces of spatial and object abilities in the way these learners produce route descriptions and route drawings, thereby controlling factors we expect to be closely related to these ability types, like perspective (route vs. survey) or route shape.

Route information can be described from either a survey perspective (with an extrinsic frame of reference, map-like) or a route perspective (with an egocentric frame of reference, like ground-level navigation). When producing route descriptions based on route maps, we expect object visualizers to take a survey perspective and to exploit route shapes more often, and to focus more on discrete entities on the map (e.g. landmarks along the route), whereas spatial visualizers are expected to exploit a route perspective more often and to focus more on path entities (e.g. streets, patterns). When asked to draw routes on a predefined map, we expect spatial visualizers to outperform object visualizers when drawings are based on route (as opposed to survey) descriptions, as route perspective involves operations of mental rotation. Furthermore, when asked to draw a map based on a description including path entities and objects, we expect object visualizers to focus more on object details and spatial visualizers more on path details. Additionally, we wanted to explore other differences between the learners in drawing based on route or survey descriptions (e.g. level of detail and drawing time).
Method

Participants
Sixteen bachelor students in art and design (9 male, 7 female, mean age 23) and sixteen bachelor students in engineering (15 male, 1 female, mean age 21) of Avans University of Applied Sciences volunteered to participate in the experiment. Participation was individual.

Design and materials
The experiment consisted of three tasks (1. controlled route production, 2. controlled route drawing, 3. 'free' map drawing). Learner type (designers vs. engineers) was a between participants factor, perspective (survey or route) was a between participants factor in task 2 and 3, divided evenly over the learner types; route shape (regular or irregular) was a within participants factor in task 1.

For the controlled route production and drawing task, a set of 16 routes was designed, varying in shape (8 routes taking the shape of an object, like a square box or stairs, 8 irregular shaped), length (4 or 6 segments), route orientation (left-right, top-bottom and vice versa) and number of turning points (2 to 5). Each route was drawn on an identical grid of squares, each turning point being flagged by external landmarks in the form of written labels (e.g. "cafe", "gas station"). For all route maps two route descriptions were constructed for the controlled drawing task, one in survey, one in route perspective. The descriptions were recorded in two sets of 16 spoken directions: one from a survey and one from a route perspective. (See Fig.1 for examples.) For task 3, two descriptions were composed of a small town, one from a survey and one from a route perspective, of comparable length (137 and 132 words).

Procedure
Participants took the tests sitting in a quiet room behind a computer, pressing the space bar to proceed through the instructions in task 1, and with pen and paper for completing task 2 and 3.

Task 1. Each participant was presented with the 16 route images, one by one in random order, and asked to describe each route such that someone else could easily choose it from a set of route maps.

Task 2. Each participant was presented with spoken descriptions of the 16 routes, one by one in random order, either from a survey or from a route perspective. They were asked to draw each described route (pen on paper) on a predefined map with only a starting point depicted on it.

Task 3. Each participant was presented with a description on the computer screen of a small town, either from a route or from a survey perspective (for each participant, the perspective in task 2 and 3 alternated). They were asked to draw a map of the described town, taking as much time and looking back on the screen as often as they needed.

Visual ability tests. Subjects' visual ability was tested using the Object-Spatial Imagery Questionnaire (OSIQ: Blajenkova et al., 2006; Dutch translation by Diane Pecher), the Degraded Pictures Test (Ekstrom, French, Harman, 1976), and the Spatial Imagery Ability Test (MMVirtualDesign).

Results
Visual ability tests
Designers scored higher on the OSIQ object scale than engineers (t(30)=3.05, p<.005), while engineers scored higher on the spatial scale than designers (t(20) = 4.23, p < .001). The designers scored higher than the engineers on the Degraded Pictures Test (t(30) = 2.03, p < .05). Unexpectedly, the Spatial Imagery Ability Test showed no difference between the two groups, except in executing time: designers took much more time to complete it than engineers (t(22) = 2.05, p < .05).
**Task 1**

<table>
<thead>
<tr>
<th>Production of descriptions</th>
<th>Drawing task - Survey version</th>
<th>Drawing task - Route version</th>
<th>Drawing result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Go one block up.</td>
<td>Go right at the next intersection.</td>
<td>Go left at the next intersection.</td>
<td>Go to the next intersection.</td>
</tr>
<tr>
<td>Go one block to the right.</td>
<td>Go right at the next intersection.</td>
<td>Go left at the next intersection.</td>
<td></td>
</tr>
<tr>
<td>Go one block up.</td>
<td>Go right at the next intersection.</td>
<td>Go left at the next intersection.</td>
<td></td>
</tr>
<tr>
<td>Go one block to the right.</td>
<td>Go right at the next intersection.</td>
<td>Go left at the next intersection.</td>
<td></td>
</tr>
<tr>
<td>Go one block up.</td>
<td>Go right at the next intersection.</td>
<td>Go left at the next intersection.</td>
<td></td>
</tr>
<tr>
<td>Go one block to the right.</td>
<td>Go right at the next intersection.</td>
<td>Go left at the next intersection.</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 1.* Task 1: one of 16 maps (6 segments, 5 turning points, shape); Task 2: English translation of spoken directions for this map (survey and route version) and an example of a (correct) drawing.

**Task 1: descriptions.** Almost all subjects (N = 29) showed a preference for using one perspective consistently. Nine subjects consistently used the survey perspective, using expressions like ‘down’ and ‘up’, and ‘to the left/right’ indicating literally to the left or right of the plane. More designers than engineers (7 vs. 2) used the survey perspective. As expected, the mean number of routes including discrete entities (landmarks) was higher for the designers than for the engineers (t(23) = 1.78, p < .05). On the other hand, the mean number of routes including path entities (references to streets) was higher for the engineers than for the designers (t(17) = 1.96, p < .05). Respondents hardly used any reference to the shapes of the routes.

**Task 2: route drawing.** More errors were made in drawings based on route (as opposed to survey) perspective (t(30) = 4.62, p < .001). Scores on the OSIQ spatial scale correlated with scores on drawing correctness (r = .42, p < .05). There was no difference between the two groups, though.

**Task 3: map drawing.** The designers drew more detailed, iconic landmarks than the engineers: 27 vs. 14 (designers: $M = 1.63$, $SD = 2.6$; engineers: $M = .88$, $SD = 1.7$). The designers took more time to draw than the engineers (designers: $M = 168$, $SD = 72$; engineers: $M = 133$, $SD = 48$).

**Discussion**

The results from the visual ability tests, specifically the OSIQ, confirm Blahzenkova and Kozhevnikov’s findings that object and spatial imagery are related to specialization in visual arts and sciences respectively. The equal scores between the two groups in the Spatial Imagery Ability Test calls for further analysis of the relation between professions and spatial ability tests. Altogether, the findings show that differences in visual ability lead to differences in processing and producing route information. Designers, associated with object imagery, tend to process this from a survey perspective and focus more on objects (landmarks), while engineers, associated with spatial imagery, tend to process this more from a route perspective, step-by-step, focusing on paths (street patterns).
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Abstract. This exploratory study examined the criteria used by teenage students' when selecting documents in a simulated Web search environment. Forty-eight 7th graders and 47 9th graders were given simple search topics and asked to select the most useful item in a list of four simplified Web links made of content and source information. Topical relevance and source authority of the links were manipulated in a within-subject design. The participants also took a reading fluency test and an Internet-specific epistemic beliefs inventory. Ninth graders were better at taking into account the authority of the source in their selections. They were also more likely to cite source features when justifying their selections. Neither reading fluency nor epistemic beliefs were found to significantly relate to performance. Implications for future research are briefly discussed.
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Introduction

Internet-based inquiry tasks have become increasingly popular in primary and secondary education. However, acquiring quality information through the Web is a notoriously difficult task for most students. The present study explored the criteria used by 7th and 9th graders when selecting links in a simulated Web search environment. The study also examined the consistency of students' epistemic beliefs and the relationship between reading fluency, epistemic beliefs and link selection strategies.

Students' assessment of topical relevance and source credibility

When selecting links in a search engine results page, Web users may consider both the content of the link (does the link match the search topic?) and its source (does the information come from a reliable source). The evidence suggests that the acquisition of quality information through the Web is a challenging task for teenage students. Students' judgements are often based on superficial or irrelevant cues. For instance, Eastin, Yang, and Nathanson (2006) found that 3rd, 4th and 5th graders found Internet websites more credible if the site contained dynamic graphics than if they did not. Rouet, Ros, Goumi, Macedo-Rouet, and Dinet (2011) observed that 5th to 9th graders tend to select titles based on keywords or typographical emphasis, as opposed to the meaning of the title.

Research on grade school students' assessment of the credibility of information sources is still scarce. Macedo-Rouet, Braasch, Britt, & Rouet (subm.) found that 4th and 5th graders seldom mentioned sources features even when asked to make a judgment about the knowledgeability of the source. Students' awareness of source features such as authors' credentials seems to emerge toward the end of secondary education (Brem, Russell, & Weems, 2001; Britt & Aglinskas, 2002; Kammerer & Gerjets, 2012). However, there has been thus far no systematic investigation of teenage students' ability to consider source authority in addition to topical relevance as part of a Web link selection task.

Rationale of the experiment

The main purpose of our experiment was to explore 7th and 9th grade students' criteria when selecting links in a simulated Web search environment. Based on available evidence, we anticipated a shift in older students' strategies toward a better consideration of source features, perhaps in relation with students' emerging conceptions of the Internet as an information resource (Eastin, 2008; Strømsø & Bråten, 2010). We used a subscale of Strømsø and Bråten's (2010) ISEQ inventory, as adapted by
Kammerer and Gerjets (2012), in order to explore the consistency of teenage students' responses and their possible link with their selection criteria. In addition, we measured the participants' reading fluency in order to assess the likely contribution of this factor to their performance in the selection task.

**Method**

**Participants**

Participants were 48 7th grade students (age range: 12-13 years) and 47 9th grade students (age range: 14-15 years) from a French suburban middle school. The students participated as part of regular computer class sessions.

**Materials**

Two practice and 10 critical search units were designed. Each search unit was made of one search topic (e.g., "The history of the China wall") and 4 links representing potential documents. Each link contained a title and a source description. The titles were either relevant (e.g., "The evolution of the China wall from its origins") or irrelevant to the search topic (e.g., "The history of porcelain: From Limoges to China"). The source descriptions were either authoritative (e.g., "historical and tourist guide by the China Information agency") or less authoritative (e.g., "personal blog by the owner of a camping ground"). Titles and source descriptions were assembled so that only one of the four links was both relevant and authoritative. In addition, two filler units were created in which none of the links had a relevant content. Most of the materials were adapted from our prior work with younger students and had been rated as familiar by teachers (see Rouet et al., 2011). Thus, the materials were not intended to present any challenge from the point of view of prior knowledge or vocabulary.

For each unit, the search topic and four links were presented on a computer screen using a simulated search engine page. The students were asked to write down on a printed form the number of the most useful link, or to select "none" if they thought that none of the links was useful. On two trials, they were also asked to provide a short justification for their selection. The order of presentation of units and links within units were counterbalanced across students.

In addition to the search materials, we used a standard French fluency test (Lefavrais, 1986) and the adapted ISEQ certainty subscale.

**Procedure**

The students participated in two sessions. In the first, 30-minute session, they took the reading fluency test and the ISEQ subscale. In the second, 50-minute session, they took the link selection task and two follow-up tasks that are not reported in this presentation. There was not strict time limit imposed on the selection of links. The main dependent variable was the number of trials in which students selected the relevant and authoritative, or "optimal" link.

**Results**

Ninth grade students selected an average of 6.81 optimal links (sd=1.86) while 7th graders selected only 5.87 (sd=2.07). The difference was statistically significant (t(93)=2.33, p<.05).

In addition, we analyzed a sample of 70 items randomly drawn from the pool of justifications provided by the participants. Ninth graders were more likely to refer to source features as opposed to content features or other types of justifications compared to 7th graders (55% vs. 9%, respectively, X2(3)=14.1, p<.001).

---

8 we thank Yvonne Kammerer for communicating her version of the epistemic beliefs subscale.
The internal consistency of the ISEQ subscale as assessed by Cronbach's Alpha was .70 at the 7th Grade and .76 at the 9th Grade. These figures are comparable to that reported by Kammerer and Gerjets (2012) and suggest that the participants were not responding randomly to the items.

Correlational analysis between the reading fluency task, the ISEQ subscale and the selection score revealed positive but low and nonsignificant correlations (0<r<.20). Thus, controlling for grade we did not get evidence that students' performance at the link selection task could be explained by either their reading fluency or by their beliefs regarding the certainty of Internet information.

**Discussion**

As expected, 9th graders were more likely than 7th graders to take into account source reliability in their selection of a link. They were also more likely to refer to course characteristics when explaining their selection of a link. This pattern of results is consistent with Macedo-Rouet et al.'s (subm.) observation that primary school children seldom refer to source information when justifying source knowledge assessments.

The lack of a significant correlation between Internet-related beliefs and students' selection performance contrasts with prior findings by Strømsø and Bråten (2010) and Kammerer and Gerjets (2012). However these experiments involved older participants and more complex Internet reading tasks. Thus, besides the general observation that students' proficiency improves with schooling, the cognitive and language factors that underlie performance remain to be elicited. Future experiments will assess students' explicit knowledge and evaluation of source features as a possible mediating factor.
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Abstract. The Web usually provides information of highly variable quality when it comes to controversial topics. This is particularly problematic because many students access mostly pages displayed on top of the search engine results list (SERP) without further consideration about their quality (‘Google trust’ heuristic). We studied how epistemic beliefs (EBs), that is, personal beliefs about the nature of knowledge and knowing, shape students selection of web pages about a controversial topic. Results showed that students who believed that knowledge is constructed by the self rather than coming from experts visited more often the pages on top of the SERP, and bookmarked pages from this range. On the contrary, students that believed that knowledge claims need to be justified through rules of inquiry and cross-checking of different sources accessed more pages from the middle and bottom of the SERP, and weren't influenced by the ‘Google heuristic’ to bookmark their pages.
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Introduction

Students in higher education often use the Web to learn about controversial topics, such as climate change. One of the main steps involved in learning from the Web involves the selection of relevant pages for further study. Search engines assist students in this process. However, as controversial topics do not convey a single clear-cut solution and as the Web usually provides information of highly variable quality, students should evaluate, compare, and integrate information from multiple websites instead of blindly relying on the first few results provided by the search engine (‘Google-trust’ heuristic). There is mounting evidence that epistemic beliefs (EBs), that is, personal beliefs about the nature of knowledge and knowing, play an important role in the processing of controversial information from multiple documents (for a review see Bråten, Britt, Strømsø, & Rouet, 2011).

But what are the mechanisms by which epistemic beliefs influence learning and comprehension? Muis (2007) has argued that readers transform their epistemic beliefs into ‘specific epistemological standards’ that they use to qualify their self-regulated learning processes such as task definition, planning, enactment, monitoring, and evaluation. Supporting this view, Strømsø & Bråten (2010) found that adaptive Internet-specific justification beliefs, that is, the view that knowledge claims on the Web about a specific topic should be evaluated through independent thinking as well as through the comparison of multiple sources, were related to an increased use of self-regulatory strategies while studying on the Web as reported by the students. Few studies have explored the link between epistemic beliefs and self-regulation as indicated by students’ navigation on the Web. In a recent study on this issue, Kammerer and Gerjets (2012) explored the relationship between Internet-specific EBs and navigation while students used Google to learn about a conflicting topic. Results of that study indicated that the belief that the Web contains correct knowledge was related to an increased selection of objective (i.e. scholarly or informational) web pages during web search.

Our study aims at expanding these results by exploring the impact of topic-specific EBs about climate change in the exploration of search engine results pages (SERPs) and source information presented in web pages, navigation across pages, and page bookmarking while studying a controversial topic on the Web. We expected that students with more adaptive topic-specific EBs
would process for a longer time the search results presented in the SERP as well source information provided in the web pages, would visit more web pages, and would bookmark pages for further study based on a more systematic evaluation of page characteristics rather than on link position.

Method
Thirty undergraduate students received the following instructions: “Imagine you are taking an introductory course on Climate Science. The professor had requested you to work in small groups to write a report on the topic of climate change. Your group has decided to divide up the work into several subtopics, and you will be in charge of the subtopic ‘Reduction of greenhouse gas emissions’. For the next group meeting your task is to search the Internet to look for relevant pages and to bookmark the two pages that cover best your subtopic, so that your team colleagues could have a complete understanding of the topic by only reading those two pages.” We used a mock Google SERP that displayed ten real web pages, including institutional, personal, and commercial sites. The three pages at the top of the SERP were more relevant and complete than pages at lower levels, as rated by independent raters. Participants' eye movements and navigation logs were recorded during the task and their EBs were assessed with the Topic-Specific Epistemic Belief Questionnaire (Bråten et al., 2009).

Results and discussion
Results are reported for the two EB dimensions concerning the process of knowing (source of knowledge and justification for knowing, cf. Hofer & Pintrich, 1997), because only those were related significantly with several navigation indexes. The 'source of knowledge' dimension assessed the belief that knowledge is constructed by the self (high scores) rather than transmitted by external authorities (low scores). This dimension was not related to either total inspection times of search results in the SERP or total inspection times of source information (i.e. page logos) provided in the web pages visited \( r(30) = .02, p = .90; r(30) = -.03, p = .88 \); respectively). Regarding page visits, source beliefs positively correlated with the percentage of visits to the first few pages provided in the SERP (pages 1-3, relevant and complete), \( r(30) = .33, p = .06 \), but not with pages displayed further down in the SERP \( r(30) = .24, p = .19, r(30) = .23, p = .22, \) for pages 4-7, i.e. relevant but less complete, and pages 8-10, i.e. irrelevant, respectively). Finally, regarding page bookmarking, we constructed a ‘list index’: each page was given a score indicating their location in the SERP list, 1 to 10 from top to the bottom. The list index was an average of the two pages bookmarked. There was a negative correlation between source beliefs and the bookmarking list index \( r(30) = -.34, p = .05 \), indicating that students who belief that knowledge is constructed by the self bookmarked pages more at the top of the SERP. The correlation between percentage of visits to the first pages (pages 1-3) and the bookmarking list index was significant as well \( r(30) = .46, p = .01 \), a pattern of results that warranted the potential existence of mediation effects. Thus, we tested for possible mediation effects of source beliefs on bookmarking through navigation (i.e. percentage of visits to initial pages). The results revealed a significant positive indirect effect (estimate: 0.09; CI95%: 0.01 to 0.29). Thus, students who belief that knowledge is constructed by the self visited a higher percentage of pages on top of the SERP and as a consequence of that they bookmarked more often web pages from the top of the SERP.

The 'justification for knowing' dimension assessed the belief that knowledge claims need to be justified through rules of inquiry and cross-checking of different knowledge sources (high scores), rather than on the basis of what feels right (low scores). With regard to these beliefs, results showed significant positive correlations with total inspection times of the search results in the SERP and total inspection times of source information in the web pages \( r(30) = .43, p = .01; r(30) = .39, p = .03 \); respectively). Results concurred with the claim that students with sophisticated justification for knowing beliefs more often checked the sources to corroborate the web pages' claims. In addition, whereas justification beliefs didn’t correlate with percentage of visits to the first pages (pages 1-3,
relevant and complete), $r(30) = .01, p = .94$, they did so with percentage of visits to pages displayed further down in the SERP ($r(30) = .38, p = .04, r(30) = .38, p = .04$, for pages 4-7, i.e. relevant but less complete, and pages 8-10, i.e. irrelevant, respectively). This indicated that students with sophisticated justification beliefs compared more web pages to meet their learning goal, including those displayed further down the SERP. Finally, justification beliefs didn’t correlate with the bookmarking list index ($r(30) = .02, p = .90$), which reveals that this dimension was not related to the use of a ‘Google trust’ heuristic when it comes to page bookmarking.

Our study provides new insights on how undergraduates’ topic-specific EBs are reflected in how they navigate on the Web and how they explore the web pages visited when they search to address a controversial topic. Specifically, students who belief that knowledge is constructed by the self rather than coming from experts just tend to visit more often the pages on top of the SERP, and as a consequence they bookmark pages from this range. Although following this approach might be reasonable to access simple facts, it might be risky when searching for conflicting topics, because students might end up studying information not necessarily coming from trustworthy pages. On the contrary, students who belief that knowledge claims need to be justified by rules of inquiry and cross-checking of knowledge sources visit a higher range of web pages rather than sticking to the ones at the top of the SERP. They also pay more attention to source information in the webpages visited. As a result they do not just bookmark the top pages provided by the SERP for further study.

From a practical point of view, the findings of the present study may inform the development of concrete interventions how to critically evaluate and use different information sources when searching for controversial topics on the Web. As our findings suggest, such interventions may profitably include an explicit focus on epistemic beliefs.
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Abstract. Gestures have been shown to foster communication and learning in a variety of tasks. The present study investigated whether gestures would help learning of dynamic behaviour (i.e., fish locomotion behaviour) and whether their effect would be dependent on the format of the visual representations used. The 2x2 between-group design ($N = 88$ students) resulted from cross-varying visualization format (static versus dynamic) and gesture (with versus without gesture instruction) during the learning phase. To assess learning outcomes, students were asked to classify fish based on their locomotion behaviour as well as to describe fish showing familiar as well as unfamiliar locomotion behaviours. Students’ behaviour was video-taped during learning and testing. Initial results showed that instructed as well as spontaneously performed gestures improved performance in the classification task irrespective of visualization format. Data coding for the description tasks and of students’ gestures performed during learning is ongoing, and further results will be presented at the conference.

Keywords: visualization, gesture, learning about movements

Introduction

Recently, there has been an explosion of interest in the role of gesture in human cognition. Gestures are not epiphenomena but instead play an integral role in communication; helping not only listeners but also speakers. Consequently, researchers reasoned that if gesturing helps people think, then it may also help them learn and there is evidence for a range of roles for gesture in learning. For example, when teachers gesture to accompany speech, preschool children learnt more (Valenzeno, Alibali, & Klatzky, 2003); and gestures help children remember what they have learnt (both arbitrary word lists and solutions to math problems; Goldin-Meadow & Wagner, 2005). Gestures also benefit learning even when subsequently not allowed: Chu and Kita (2011) found that encouraging participants to gesture during spatial problem solving increased performance on the tasks and transferred to spatial visualization problems even when gesturing was prohibited.

So far, little research has explored whether the form of the to-be-learnt materials influences gesturing. De Koning and Tabbers (2011) argue that gestures play four keys roles in learning from dynamic representations; the one explored here is when gestures are used to follow presented movements – in this case movements of fish. However, it is unclear whether gesturing movements will be most useful when learners are presented with dynamic representations or static ones. On the one hand, learners with static pictures may benefit the most. Hegarty (2004) found that gestures are useful when learners need to mentally animate from static pictures as gestures proceed verbal understanding and help learners to offload cognition. In addition, it may be the case that being forced to infer the movements and gesture them will result in more effortful learning (de Koning & Tabbers, 2011), which researchers argue should lead to deeper learning. But, on the other hand, videos have more complete information for learners to copy and so learners may embody movement information more accurately. The present study aims to evaluate these different explanations by assessing learning outcomes, gesture qualities, and mental effort as a function of students being asked to gesture or not whilst watching videos or sequences of photographs of swimming fish.
Method
Eighty-eight students from the University of Tuebingen, Germany, participated in the study (61 female; $M = 24.17$ years). The 2×2 between-group design resulted from cross-varying visualization format (static versus dynamic) and gesture (with versus without gesture instruction). They had no prior domain knowledge as determined by a questionnaire administered prior to the study.

The learning materials consisted of visualizations of 6 fish whereby each fish deployed a different locomotion behaviour. Depending on condition, there was either a single, non-interactive video of each fish or a series of 9 sequentially presented photographs (key frames from the videos representing the most crucial steps in each movement, chosen with the help of a domain expert). Both visualizations automatically restarted after one loop had been shown; learners were asked to press the space bar once they felt confident they had understood the fish’s movement behaviour. The sequence of visualizations for the 6 fish was presented twice to students. In the conditions with gesture instruction, prior to learning students were asked to use their hands and/or body to gesture in a way that they thought would help them to better understand the fish’s movements. As dependent variables we assessed test performance, students’ use of gestures, learning time and mental effort.

In the first test (near transfer description test), students were shown videos of new fish that performed the same movements as the previously studied fish and were asked to describe the movement as precisely as possible. The second test (categorization test) comprised videos of fish displaying the same movements as the previously studied fish. Students classified each new fish by assigning it to the corresponding fish from the learning phase (represented by a static picture). Finally, new videos were shown of fish that showed different movement behaviours. In this far transfer description test students were again asked to describe the fish’s movement behaviour as precisely as possible. To assess students’ use of gestures participants were video-taped during the whole experiment with two cameras positioned at different viewing angles. The recordings are currently being coded for features including frequency of gestures and involvement of various extremities (e.g., hands, arms, upper body). Mental effort during learning was assessed using a 7-point Likert scale from ‘none at all’ to ‘very much’ which students completed after each (first) presentation.

Results
Four students were excluded for failing to follow instruction or because of prior experience with the topic. A 2×2-ANOVA (visualization format × gesture) for classification performance showed a main effect of gesture, $F(1,84) = 4.81, p = .03$, with students in the conditions with gesture instruction ($M = 5.18$) outperforming those in the conditions without gesture instruction ($M = 4.47$). There was no main effect of visualization format or interaction. Learning time differed between the two visualization conditions, $F(1,84) = 285.76, p < .001$, as well as between the gesture conditions, $F(1,84) = 9.76, p = .002$. Finally, an interaction, $F(1,84) = 4.99, p = .03$, revealed that gestures increased learning time, but that this effect was observable only in the pictures but not in the video conditions. Overall, pictures were studied for a longer time than the videos. However, learning time was unrelated to test performance ($r = .16$). With regard to mental effort, there was a marginally significant main effect of visualization format, $F(1,84) = 3.49, p = .065$, with students in the pictures conditions reported higher invested mental effort ($M = 4.96$) than those in the video conditions ($M = 4.38$). There was no effect of gesture and no interaction nor was mental effort related to classification performance ($r = .04$).

Contrary to our expectations, we observed that 8 students in the no-gestures condition spontaneously gestured without being so instructed: 3 in the pictures condition (13%) and 5 in the video condition (22.7%). Consequently, an exploratory analysis was conducted within the conditions without gesture instruction to compare the 8 students who spontaneously gestured (gesturers) to those 37 students who did not (non-gesturers) irrespective of visualization format. Interestingly, gesturers ($M = 5.50$) outperformed non-gesturers ($M = 4.24$) in the classification test, $F(1,43) = 4.81, p = .03$, 185
while not differing from them in either learning time or mental effort. The positive effect of spontaneous gestures was almost twice as large ($\eta^2 = .10$) as that of instructed gestures ($\eta^2 = .06$).

**Discussion**

The present study investigated the effects instruction to gesture whilst learners watched either photos or videos of fish performing different types of locomotion behaviours on students’ ability to recognize and accurately describe these locomotion behaviours as well as their perceived mental effort during learning. Contrary to prior studies (Imhof, Scheiter, & Gerjets, 2011), there was no effect of visualization format on learning outcomes. However, learners spent less time studying videos than pictures and reported less mental effort. More importantly, the instruction to gesture improved performance in a classification task (cf., Chu & Kita, 2011). Even though learners only had available the human body parts to gesture complex fish movements, gestures were able to improve students’ ability to recognize the different fish locomotion behaviours. Only two students did not gesture at all despite being instructed, suggesting that learners are able to use gestures once instructed. Interestingly, there was also evidence for spontaneous gestures, which even had a stronger effect on learning than instructed ones and compared to the latter did not even increase learning time. This finding suggests that the effects found in the gestures condition are specific to gesturing and not caused by deeper engagement in the task in the general. Nevertheless, future studies need to address this by using control conditions with similar levels of task involvement. Initial observations of the video process data indicate that students vary largely in the extent to which they gesture and how continuously and accurately they do so. It is expected that actual gesture behaviour will explain additional variance regarding test performance. Moreover, stronger gesture effects are expected for the open description tasks, which focus more strongly on students’ abilities to retrace the various fish movements. Effects of gesturing of classification accuracy were not moderated by visualization format. However, it might well be that visualization format affected how students gesture, with different gesturing approaches being observable for static and dynamic visualization formats.
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Abstract. When students read for learning, they have to integrate text and graphics information into coherent knowledge structures. This study aimed at analyzing how students deal with texts and pictures when they integrate the two sources of information. Furthermore, it investigates differences between different school types and grades. 40 students from grades 5 and 8 from higher track and lower track schools were asked to integrate texts and graphics in order to answer items from different levels of a text-picture integration taxonomy. Students’ eye movements were recorded. Results suggest different functions of text and graphics associated with different processing strategies. Texts are more likely to be used according to a coherence-formation strategy, whereas graphics are more likely to be used on demand as visual cognitive tools by an information selection strategy. Students from different tracks of schooling revealed different adaptivity with regard to the requirements of combining text and graphic information.

Objectives
Students in secondary school are usually expected to learn from text combined with instructional graphics such as schematic diagrams, maps and various kinds of graphs that visualize and explain complex subject matter. When learning from such materials, students are expected to use text and graphics as complementary sources of information, because they have to integrate verbal and pictorial information for the construction of mental representations of the learning content (Mayer, 2001). The following research questions arise: Which strategies are used when students process text information and which strategies are used when they process picture information? Which differences exist regarding strategy usage between students from different grades and from different types of schools?

Theoretical Framework
The model of integrated text and picture comprehension (Schnotz & Bannert, 2003) was used as a theoretical basis for answering these questions. The model assumes that text and picture integration takes place in a working memory, which has a limited capacity and includes different channels for processing verbal and pictorial information. Integrating verbal and pictorial information requires mappings between corresponding elements in the text and the picture. Surface structure mappings include interrelations between words and graphical elements based on cohesive devices such as color coding, common numbers, symbols or labels. Deep structure mappings include interrelations between conceptual structures and mental models of the learning content. Within deep structure mapping, a distinction can be made between different taxonomy levels of extracting information from text and pictures: Level A refers to extracting detail-information, level B refers to extracting simple relations, and levels C refers to extracting complex relations.

Method and Data Sources
We presented four text-graphic combinations to students from different grades and from different tracks of schooling and asked them to answer sequentially presented items from different taxonomy levels. Each text-graphic combination was combined with a sequence of three items: The first item was from taxonomy level A, the second item was from taxonomy level B, and the third item was from taxonomy level C. The text-graphic combinations were selected from a larger sample of 48 text-picture integration units that were taken from textbooks of biology and geography between grade 5
and grade 8. 20 students from the higher track of the German school system (Gymnasium) and 20 students from the lower track (Hauptschule) participated in the study. In each group, half of the students were from grade 5 and the other half were from grade 8.

The students’ eye movements during reading the text and observing the pictures were registered by a head mounted EyeLink II tracker. For each unit and each item, the total fixation times were determined both for the text, for the picture, and for the item. For the following analysis, total fixation times on the text were aggregated for answering the level A items across all four units, for the level B items across all four units, and for the level C items across all four units. Similarly, total fixation times for the picture(s) were aggregated across all four units for the level A, the level B, and the level C items.

Results
The ANOVA with the factors ‘item’ (level A/level B/level C), ‘school type’ (higher track/lower track) and grade (5th/8th) for the total fixation times of the text revealed a significant main effect of the factor ‘item’ and a significant interaction ‘item x school type’. The sharp decrease of text fixation times from item A to item B indicates that there is an intensive and time-consuming phase of initial mental model construction, before the first item can be answered. After answering the first item, the text usage for answering the second item decreases dramatically. After the initial mental model construction, the text seems to be used only for some item-specific mental model updates, although the item difficulty continuously increases. The decrease is different between the school types: Students from the lower track seem to have more difficulties during the initial mental model construction than students from the higher track.

The ANOVA with the factors ‘item’, ‘school type’ (higher track/lower track) and grade (5th/8th) for the total fixation times of the graphic revealed a significant main effect of the factor ‘item’, a significant main effect of the factor ‘school type’ and a significant interaction ‘item x school type’. The result pattern for the fixation times of the graphics across the three levels of items differs remarkably from the fixation times of the text. Besides the fact that time on text was considerably higher than the time on graphics, the fixation times of the text decreased continuously, whereas the fixation times of the graphics first decreases from the A item to the B item, but then increases from the B to the C item.

Summary and Discussion
The findings of this study indicate that text and graphics play fundamentally different roles in mental model construction, even when they constitute a well-formed coherent set of verbal and pictorial information. The dynamic of mental model construction consists of an extensive use of text for initial mental model construction before any question answering, whereas graphics are used more ad-hoc as external visual tool for the questions at hand. This implies that processing of text is less item-dependent and insofar more a bottom-up process, whereas processing of graphics is more item dependent and insofar more a top-down process. Top-down processing requires strategies, and it seems that the lower track students frequently lack these strategies, because they are less able to adapt their processing to the requirements of the task at hand.

As for students from the higher track, text and graphics seem to serve different functions and are therefore used according to different strategies. Texts are more likely to be used according to a coherence-formation strategy than graphics: Texts guide the reader’s conceptual analysis by a description of the subject matter, which results in a coherent semantic network and mental model regardless of the difficulty of the item at hand. Graphics are more likely to be used according to a task-specific information selection strategy than texts. Graphics serve as scaffolds for initial mental model
construction, but are afterwards more likely to be used on demand as easily accessible external representations for item-specific mental model updates.

As for students from the lower track, the situation is somewhat different. Texts are also more likely to be used by these learners according to a coherence-formation strategy. They obviously have more difficulties with word recognition and lexical access, which is indicated by their average fixation times. However, they nevertheless invest a high amount of time into the text during the first phase of initial mental model construction, although the item to be answered is relatively easy. Afterwards, they invest much less time into the text, even when the following items are more demanding. Graphics seem also to serve for lower track students as scaffolds for initial mental model construction. Contrary to higher track students, however, the lower track students do not use graphics afterwards more intensively when items become more difficult. Contrary to our expectations, lower track students (as well as younger students) seem not to use graphics more intensively and text less intensively than higher track students (and older students). However, the results are in line with results of Hannus and Hyönä (1999), who found that 10 year-old children’s learning was heavily driven by the text and that children inspected illustrations only superficially.

Whereas the development of text reading skills receives justifiably much attention in schooling, reading graphs and other types of visuals is only briefly addressed in most school curricula. Integrative processing of text and pictures puts specific demands on the learner, because specific strategies of how to employ the mutual constraints between texts and pictures are required. In the present forms of schooling, the development of these skills seems to be a by-product rather than a result of systematic teaching and learning, although integrative processing of texts and pictures is becoming an increasingly fundamental requirement in everyday life and further education.
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Abstract. Although adding visualizations to text generally improves learning, this multimedia effect is not always found. This might be caused by learners’ failure to process the materials adequately. This project aims at designing an adaptive multimedia system that fosters strategic use of the learning material. We want to use eye tracking as an online measure for learning difficulties, providing additional information (zoom-ins, highlights) tailored to these difficulties. The objective of the present study is to identify those eye tracking parameters (e.g., long dwell times or rereading of sentences) that indicate comprehension problems. For this purpose, participants learn with a static multimedia learning system and their gaze movements are recorded. Afterwards, verbal data on participants’ thoughts during learning are collected using cued retrospective reporting. Combination of the data from verbal protocols and learning outcome measures will be used to assess comprehension problems. Correlations between eye-movement parameters and comprehension problems will be explored.

Keywords: multimedia learning, eye tracking, cognitive processes, verbal protocols

Introduction
Research in the last 30 years has yielded a vast amount of evidence for the benefits of combining text with visualizations (for an overview, see Anglin, Vaez, & Cunningham, 2004; Mayer, 2009). However, learning outcome is not always enhanced by multimedia material (cf. Levie & Lentz, 1982, for an overview). Beyond an inappropriate design of the materials, learners may inadequately process the instructional material, thereby failing to learn from it. Accordingly, one way to support multimedia learning may be to design the learning system in a way that fosters strategic use of the material. Thus, the aim of this project is to design an adaptive multimedia learning environment that uses learners’ gaze behaviour as an online measure for learning difficulties and provides support tailored to these difficulties. Specifically, the learner will be presented with additional, supportive information (e.g., highlights, zoom-ins) when eye tracking parameters indicate that he/she struggles to understand something. The design of such an adaptive system requires a systematic assessment of how to interpret eye tracking parameters during multimedia learning. Accordingly, the objective of the present study is to gain insight into the relationship between eye tracking parameters, cognitive processes and learning outcomes.

Eye tracking is a method that has been widely used to gain insight into cognitive processes during reading (for an overview, see Rayner, 1998). It can provide useful information on the spatial and temporal allocation of visual attention (Rayner, 1998). Nevertheless, there has so far been little investigation of the processing of multimedia learning material using eye tracking (Hyönä, 2010). One major problem with the interpretation of eye movements is that the validity of their interpretation as a measure for cognitive processes is limited. Gaze parameters like dwell time or total fixation duration can tell us where and when a learner allocated visual attention, which external representation the learner regarded or how often he/she switched between representations. However, these parameters do not tell us why a learner spends time on a text passage or on a picture. For example, a long dwell time might indicate deeper processing of the learning content for a learner with high prior knowledge but comprehension problems for a learner with low prior knowledge (Schwonke, Berthold, & Renkl, 2009). Furthermore, gaze data alone is no indicator for the success of understanding a piece of
information (Hyönä, 2010). To make the information extracted from gaze data less ambiguous, they must be supplemented with additional data like think-aloud protocols or learning outcome in a first step. A technique that has been shown to produce rich data and may act as a reliable source of insight into students’ cognitive processing is cued retrospective reporting (Van Gog, Paas, Merriënboer, & Witte, 2005). Thereby, following the learning phase, participants are presented with a video showing their gaze movements superimposed onto the learning material (i.e., a gaze replay) and asked to describe what they thought during learning from the material. By combining eye tracking and cued retrospective reporting, we want to assess how to interpret gaze parameters during multimedia learning. In the long run, we want to be able to identify eye tracking parameters as online measure of comprehension problems. More specifically, they will be the starting point for the design of an adaptive multimedia learning system that automatically adapts to each learner’s gaze behaviour.

**Method**

**Goal**

The present study aims at investigating the multimedia learning process by collecting gaze data and cued retrospective reporting. We also want to take learners’ prior knowledge into account, assuming that gaze parameters need to be interpreted differently for learners with varied levels of prior knowledge. We are especially interested in the diagnosis of comprehension problems during learning.

**Materials and Procedure**

For this purpose, we first assess several learner variables such as age, gender, field of study, last mark in biology and self-reported interest on biology as control variables. After that, domain-specific prior knowledge is tested with 25 multiple-choice questions on scientific literacy and 15 multiple-choice questions on cell division.

Learners are then presented with a computer-based multimedia learning system on mitosis. The learning material consists of ten pages with text on the left and a corresponding static visualization on the right. Learners can proceed at their own pace. During learning, their gaze movements are recorded with an SMI RED250 remote eye tracker.

They then complete a posttest consisting of 16 multiple-choice questions (text- and picture-based), a free recall question and a fill-in-the-blank text. The posttest assesses recall as well as transfer.

Afterwards, we collect verbal data via cued retrospective reporting, providing qualitative data on each participant’s cognitive processes during the learning phase.

**Analysis**

Combination of the information from verbal protocols and analysis of the learning outcome measures will allow for getting a detailed picture of where a learner had comprehension problems. Therefore, we will develop a coding scheme for the verbal protocols to identify at which points during learning each participant struggled to comprehend the learning content. It will then be explored which eye-movement parameters correlate with comprehension problems for learners with different levels of prior knowledge.

**Preliminary Results and Discussion**

A first analysis of verbal and gaze data from 32 participants suggests that a good indicator of comprehension problems during learning is the rereading of sentences or paragraphs: participants frequently verbalized that they did not know a concept or did not understand a sentence and therefore reread it. In contrast, dwell times presumably cannot be interpreted independently of a learner’s prior
knowledge level. For learners with low prior knowledge, they can indicate comprehension problems, whereas for learners with high prior knowledge, they point to deeper processing of the content.

Data collection is currently running; by the time of the conference, we will have collected and analyzed data from 60 participants.
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Abstract. The aim of the reported study was to test whether pictures are especially helpful to convey spatial information, but less helpful to convey non-spatial (e.g., visual) information. Ninety-nine students learned in five different learning conditions (only picture, picture plus text with either visual or spatial information, only text with either visual or spatial information). Afterwards they had to verify verbal statements asking for either spatial or visual information (within-subject factor). As expected, pictures supported learning of spatial information but not learning of visual information. Interestingly, presenting pictures together with text containing spatial information even reduced learning outcomes. The implications of these findings for explaining the multimedia effect are discussed.
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Introduction
In the last decades there has been a lot of research regarding the effects of adding pictures to text. A large body of evidence supports the assumption that learners benefit from multimedia presentations consisting of text and pictures (for an overview see Mayer, 2009). According to the process-oriented view (Schmidt-Weigand & Scheiter, 2011) this multimedia effect can among other things be explained by the fact that pictures facilitate spatial reasoning (Larkin & Simon, 1987). Therefore, pictures should support learning especially when spatial cognitive processes are required. However, based on the process-oriented view one might assume that presenting pictures alone might already be sufficient to solve spatial reasoning tasks (e.g., Meneghetti, Borella, Grasso, & De Beni, 2012), because the required information can be extracted from the picture alone. Indeed, there is evidence that verbal information can even hinder learning from pictures when spatial information has to be conveyed (Schmidt-Weigand & Scheiter, 2011). Therefore, one aim of the reported study was to test whether presenting pictures alone might be equally or even more helpful than presenting text-picture combinations or texts alone when learners have to solve spatial tasks. On the other hand, the process-oriented view suggests that pictures should be less helpful for learning when non-spatial information has to be learned (e.g. visual information like color or size, see Kulhavy et al., 1993). Therefore, the second aim of the reported study was to test whether presenting text alone might be as helpful as presenting text with pictures and even more helpful than presenting pictures alone when learners have to solve tasks requiring visual memory and inferences.

Method
Ninety-nine students (72 female, average age: M = 23.47, SD = 3.22) participated in the experiment, which was based on a 5×2 mixed design with learning condition (description see below) as between subject factor and information type (visual vs. spatial information) as within-subject variable. All materials were presented on a computer screen. They comprised an introduction, the system-paced learning phase, and a test phase. Learning condition was varied in the learning phase as follows: learners received only pictures, only texts containing visual information, only texts containing spatial information, pictures together with texts containing visual information, or pictures together with texts containing spatial information. The two texts containing spatial contents were adapted from Pazzaglia et al. (1994) and described spatial relations within a tourist center and a holiday farm (e.g., North of
the lake is the highway, which stretches from east to west above the entire area). The texts containing visual information (e.g., The highway has a grey color and is lined by firs which are of olive-green color) resembled the spatial text versions with respect to the Flesch reading ease score (Flesch, 1948) and the number of propositions therein. The pictures depicted the spatial relationships as well as visual information of the two locations (i.e., size, shape, and color of the landmarks). In the picture-only condition, the landmarks in the pictures were labeled (e.g., restaurant, farmer house) since the verbal test items referred to these objects, therefore requiring unambiguous reference.

After the learning phase, learners had to verify first verbal recall and then inference statements (the latter similar to those used by Pazzaglia et al., 1994) that referred to either visual (e.g., “The hotel has the same color as the rehabilitation center”) or spatial (e.g., “The hotel is in the north-east of the rehabilitation center”) information presented in the learning phase. The visual and spatial statements were presented in random order. Note that depending on experimental condition the information necessary to answer the verbal statements was presented in the text, the picture or in both.

**Results**

To test our assumptions, a mixed MANOVA with learning condition as between-subject factor, information type as within-subject factor and recall and inference performance as dependent variables was conducted. The MANOVA revealed significant main effects of learning condition and information type as well as a significant interaction between both factors, all $p < .001$.

The follow-up ANOVAS showed for recall as well as inference performance main effects of learning condition and information type, which were – for both dependent variables – qualified by the disordinal interactions depicted in Figure 19.

Bonferroni-adjusted comparisons showed that for spatial recall and spatial inference statements learners who received only pictures outperformed learners who received only text containing spatial information and even learners who received pictures together with spatial or visual text information. Furthermore, no multimedia effect appeared, that is, learners with pictures accompanied by text containing spatial information did not outperform learners who received only text containing spatial information. This pattern of results speaks clearly in favor of the hypothesis that pictures are especially suited to convey spatial information and that the presentation of additional verbal information does not facilitate the extraction of these kinds of information, but may even hinder it.

With regard to visual recall and visual inference statements the pattern of results changed completely: Regarding recall performance no significant differences were observed. For inference performance, however, Bonferroni-adjusted comparisons showed that learners who received pictures plus text containing visual information outperformed learners with pictures plus text containing spatial information as well as learners who received only pictures. On the other hand, learners with pictures and texts containing visual information and learners who received only text containing visual information showed the same level of performance. This pattern of results speaks clearly in favor of the hypothesis that the visual information is not extracted from the picture but from text. However, presenting a picture additionally did not hinder the extraction process.

---

9 Note, that learners who received only text containing visual information performed at chance level regarding spatial statements and learners who received only text containing spatial information performed at chance level regarding visual statements. Therefore, they performed worse than learners in the other conditions which we will not discuss further.
Discussion

In line with the process-oriented view, the results demonstrate that pictures aid learning when spatial information has to be conveyed. Interestingly, this beneficial effect of picture presentation disappeared when texts were presented in addition. On the other hand, pictures did not aid learning when visual information had to be conveyed. Here, texts proved to be much better suited. Overall, these results indicate that text and pictures serve different learning goals: whereas pictures support the acquisition of spatial information, texts support the acquisition of visual information. Thus, the multimedia effect might be explained by the fact that normally post tests consist of both, items asking for spatial and visual information. To solve such post tests, learners can rely on pictures to answer the spatial items whereas they can rely on texts to answer the visual items. In sum, by combining text and pictures learners may profit from representations, which in turn might explain the multimedia effect. Future studies should investigate whether text-picture overlap (i.e., redundancy) or text-picture contiguity (e.g., integrated format) may influence the observed results. Moreover, individual differences like spatial abilities or gender should be taken into account.
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**Abstract.** Cognitive theories of multimedia learning provide instructors with guidelines for presenting materials in a manner best fit to enhance learning outcomes. These design principles share the recommendation to facilitate processing. One such principle is the modality principle, according to which pictures should be presented with auditory rather than visual texts. Research on desirable difficulties, however, indicates that – in contrast to short-term learning – long-term learning benefits when learning conditions are more difficult. From this perspective, the question arises whether following multimedia design principles serves short-term but not long-term learning. In Experiment 1, we tested this in terms of the modality principle by varying text modality and time of testing (immediate vs. after one week). Experiment 2 replicated the delayed condition. The findings support the assumption that the combined processing of written text and animations, which is regarded as more difficult than processing of oral text plus animations, improves long-term learning.

**Keywords:** multimedia learning, modality effect, desirable difficulties, long-term learning

The primary goal of research on multimedia learning is to provide instructors with ways of presenting learning materials that are best fit to enhance students’ learning outcomes. This has inspired several principles that provide guidelines for the design of multimedia learning materials. The common core of most of these principles is to facilitate processing by reducing extraneous cognitive load in working memory. However, research on episodic long-term memory suggests a different approach: It has been demonstrated repeatedly that good initial performance does not translate reliably into good long-term learning. Instead, learning under cognitively demanding conditions that lead to worse initial performance results in enhanced performance after a delay of one day or longer (desirable difficulties, Bjork, 1994). We applied this long-term memory perspective to multimedia learning, which has almost exclusively been investigated with immediate tests. If the conditions that improve short-term learning lead to poorer performance in delayed tests – as is the case with desirable difficulties – the design principles might need to be reversed (for long-term learning).

There are only two studies that tested a design principle, here the modality principle, after a delay (Segers, Verhoeven, & Hulstijn-Hendrikse, 2008; Witteman & Segers, 2010). In their study with children, Segers et al. (2008) indeed observed a reversed modality effect in a test one week after the instruction. However, this inverse modality effect does not suffice to question the applicability of the modality principle to long-term learning, since presentation of the materials was self-paced, which often results in visual advantages even with immediate tests (e.g., Tabbers, 2002).

We tested the modality principle with experimenter-paced learning when tests were administered immediately after the instructional lesson or one week later. According to the modality principle, there should be an advantage of auditory over visual texts for both immediate and delayed tests. According to the desirable difficulties approach, however, visual text presentation should lead to superior performance in the delayed condition.
Experiment 1

Method

48 undergraduates from different majors at the University of Erfurt participated in the experiment, which followed a 2 (text modality: auditory vs. visual) x 2 (test delay: 5 minutes vs. 1 week) between-subjects design. Performance on a retention test and a transfer test served as dependent variables.

We used Moreno and Mayer’s (1999, simultaneous presentation) original study materials comprised of a prior knowledge checklist, a multimedia presentation of a lesson on lightning formation, and retention and transfer questions. The experiment took place in a classroom setting. Participants in the immediate testing condition completed the retention and transfer tests after viewing the presentation. Participants in the delayed testing condition were tested one week later.

Results & Discussion

A 2 x 2 between-subjects ANOVA on the retention data revealed no significant effects. Descriptively, there was an auditory advantage for immediate testing (Means: 5.25 vs. 3.25) and no modality difference in the delayed condition (Means: 5.08 vs. 5.25). In the case of the transfer test, there was no main effect for modality ($F(1,44) = .01, p = .916$) but a significant main effect for delay ($F(1,44) = 6.97; p = .011; \eta^2_p = .137$). This was, however, qualified by the interaction between modality and delay ($F(1,44) = 10.71; p = .002; \eta^2_p = .196$). While immediate transfer performance was better following auditory text presentation as opposed to visual text (planned comparison: $F(1,44) = 5.02; p = .03; \eta^2_p = .171$), delayed transfer performance was superior for participants in the visual conditions (planned comparison: $F(1,44) = 5.71; p = .021; \eta^2_p = .225$). Figure 1 illustrates the findings.

![Figure 1. Means for transfer test scores in Experiment 1 as a function of text modality (visual vs. auditory) and time of testing (immediate vs. delayed). Error bars indicate 95% confidence intervals.](image.png)

Our findings reveal different learning outcomes depending on the delay of testing: Only when performance was tested immediately (as is usually the case in experiments on multimedia learning), participants in the auditory group significantly outperformed those in the visual group on the transfer test. When participants were tested one week later, the modality difference for the transfer test reversed. However, potential caveats are the classroom setting and the rather small sample. Therefore, we replicated the critical delayed condition in a laboratory setting with more participants.
Experiment 2

Method

64 undergraduates from different majors at the University of Erfurt participated in the experiment. The experiment followed a one-factorial design, in which text modality (auditory vs. visual) was varied between subjects. Performance on a retention test and a transfer test one week after presentation served as dependent variables. Participants were tested in individual sessions. Otherwise, materials and procedure were analogous to the delayed conditions of Experiment 1.

Results & Discussion

A t-test for independent samples on the retention data revealed a significant main effect for modality, $t(56) = 2.19; p = .032; \eta^2 = .079$. In this experiment with more statistical power and more experimental control, participants in the visual condition outperformed those in the auditory condition (Means: 5.93 vs. 4.39). For transfer scores there was also a significant main effect of modality, $t(56) = 2.54; p = .014; \eta^2 = .103$, with better transfer performance for written than for oral text (Means: 4.59 vs. 3.39).

General Discussion

Our results cast doubt on the assumption that listening to texts improves long-term learning. Instead, they provide evidence for the assumption that combining graphics with written text serves as a desirable difficulty that impedes initial processing and short-term learning but leads to better learning in the long run. Clearly, our findings do not imply that one should design only difficult learning materials. Given that processing capacities are limited, one cannot process everything in depth. When the materials are too difficult, processing will break down. It is thus crucial to determine and predict when difficulties are desirable and when they are undesirable. It is also still important to design materials that avoid cognitive overload. Without doubt, the design principles are relevant here. If the learner was unable to comprehend the materials in the first place (due to overly complex contents or an overly demanding design), there is nothing (sensible) that can be consolidated. However, once overload is avoided, it does not seem to be advisable to avoid extraneous cognitive load. Here, the theories of multimedia learning should be extended. Most research in this domain has concentrated on encoding. Since learning is mainly seen as a function of comprehension, it is only natural that working memory as well as how it can be used to its full capacity is the focus. Based on the current findings, the focus should be shifted to long-term memory and processes of consolidation and retrieval.
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Abstract. Narrated animations present information in a transitory and simultaneous way, which causes some learning disadvantages. Coping with these disadvantages might be especially difficult for learners with restricted working memory capacities. Therefore, the effects of support procedures such as cueing or verbal instruction might be moderated by working memory capacity. In our study, the participants (N = 66) were randomly assigned to a cueing group, a verbal instruction group, and a no support group. Results showed that the unsupported group displayed the most difficulties in referencing between auditory and visual information, but showed overall the best learning outcomes. Furthermore, instruction impeded learning in low working memory learners, whereas cueing impeded learning in high working memory learners. The cueing group devoted most visual attention to “narration-congruent” areas in the animation, which fostered learning. However, as cueing was not effective in general, there must also be disadvantages of cueing, which are further discussed.

Keywords: eye movement, visual attention, animation, working memory capacity

Animations can be useful in demonstrating how systems are composed and how their components work together. However, animations also have disadvantages. Learning can be hindered as information is presented in a transitory way and often simultaneous changes in the visual display have to be processed (Lowe, 1999). To counteract these disadvantages, support procedures have been developed and researched. Cueing and verbal instructions are two possible ways of directing the learners’ visual attention to the right piece of information at the right time. Both methods aim at emphasizing the key information by reducing the search space as well as releasing learners from extraneous information (Lowe & Schnotz, 2008).

Cueing, also called signaling, refers to additional design elements that are assigned to direct visual attention by accentuating relevant parts of an animation. Graphical devices, such as arrows, spreading colors, or boxes are used to cue the information that is most relevant in the immediate moment during the course of the animation. A recently introduced alternative is ‘anti-cueing’ by changing the luminance or acuity of non-relevant parts (Jarodzka et al., 2012). Some findings indicate that cueing during animations can lead to better learning outcomes; however, replications do not always confirm these results (De Koning, Tabbers, Rikers, & Paas, 2010).

While cueing is based on changes in the design, verbal instructions accentuate a rather strategic approach by providing information prior to learning. In order to prevent cognitive overload, learners are verbally instructed to control their attention by focusing on subcomponents of a task. Instruction, specifically the emphasis change approach, manipulates the temporary priority of selected subcomponents while the “whole” stays unchanged and a holistic view is preserved (Gopher, Weil, & Siegel, 1989). This method was successfully employed in the context of video games: Players with instruction outperformed players without such instruction in a Space Fortress game. We pose the question whether these results can be transferred to learning from animations.

Individual differences in working memory capacity (WMC) might determine the necessity or use of such support procedures. In addition, the procedure of verbal instruction might itself contribute to working memory load, because the instruction has to be kept in mind while watching the animation. Cues, on the other hand, in form of blurring, probably should not enhance load but might interfere with spontaneous, holistic processing.
Against this background, we addressed the following hypotheses: (1) Both supported groups, that is, a group with cueing and a group with verbal instruction, perceive less difficulties in relating the animated display and the narration than the unsupported group. (2) (a) Both supported groups devote more visual attention to the narration-congruent parts of the animation. (b) The amount of this attention is positively related to learning outcomes. (3) Both supported groups achieve better learning outcomes. (4) Do individual differences in WMC moderate the effectiveness of the support procedures (aptitude-treatment interaction) (two-sided hypothesis)?

**Method**

Participants were 66 students from the University of Freiburg (cueing: \(n = 22\); verbal instruction: \(n = 22\); no support: \(n = 22\)). Eye movements were recorded with a temporal resolution of 120 Hz (SMI RED eye tracking system). The part of the animation that was temporarily in the focus of the narration (i.e., narration-congruent) was defined as area of interest (AOI).

The narrated animation covered the functional principles of a parabolic trough power plant. In the cueing condition all parts that were not in the focus of the narration were blurred. In the verbal instruction condition participants read an instruction before the presentation of the animation. They were informed that several things would happen simultaneously and that it was thus crucial to follow the narration and map it to the visual display. Furthermore, they were asked to ignore narration-incongruent events. In the no support condition the animation was presented without any alterations or additional instructions.

WMC was measured by the Letter-Number Sequencing test (WAIS-III). Prior knowledge was assessed by 30 items (Cronbach’s \(\alpha = .84\)). Learning outcomes were measured by a posttest comprising 40 items on the functions, processes, and structures of the system (Cronbach’s \(\alpha = .90\)). Furthermore, we assessed the subjective evaluation of difficulties in making references between narration and the visual display.

Participants were randomly assigned to one of three conditions: cueing, verbal instruction or no support. Before watching the animation, participants completed the pretest. Finally, participants reported their subjective evaluations and worked on the posttest assessing learning outcomes.

**Results**

The conditions differed significantly with respect to the perceived difficulties in referencing between visual display and narration, \(H(2) = 6.46, p = .039\). The unsupported group \((M = 5.18, SD = 2.46)\) reported significantly more difficulties than the cueing group \((M = 3.45, SD = 1.57; U = 143, p = .009\) (one-tailed), \(r = -.36\) and more than the verbal instruction group \((M = 3.82, SD = 1.82; U = 165, p = .033\) (one-tailed), \(r = -.28\). Hence, hypothesis 1 was confirmed.

With respect to visual attention allocation on the narration-congruent parts of the animation, we found a significant condition effect, \(F(2, 63) = 11.275, MSE = 7,514,224,135, p < .001\), partial \(\eta^2 = .26\). The cueing group \((M = 170,518 \text{ msec}, SD = 26,172 \text{ msec})\) spent significantly more time on narration-congruent parts than the unsupported group \((M = 136,243 \text{ msec}, SD = 25,527 \text{ msec}), t(63) = 4.404, p < .001,\) partial \(\eta^2 = .24\). However, there was no significant difference between the verbal instruction group \((M = 141,399 \text{ msec}, SD = 25,742 \text{ msec})\) and the unsupported group, \(t(63) = .662, p = .510,\) partial \(\eta^2 = .01\). Hence, hypothesis 2a was only confirmed for the cueing group.

Dwell time on narration-congruent areas was significantly related to learning outcomes, \(r = .389, p = .001,\) and \(r = .559, p < .001,\) when controlling for condition. Hypothesis 2b was confirmed.

For testing the hypotheses 3 and 4, we performed a regression from learning outcomes on condition and WMC, including the product term of the two predictors in order to test aptitude-treatment interaction effects. There was a significant condition effect on learning outcomes, \(F(2, 60) = 7.047, MSE = 298, p = .002,\) partial \(\eta^2 = .19\). Contrary to our expectations, the unsupported group \((M = 26.59,\)
SE = 1.40) outperformed both supported groups (instruction: M = 21.31, SE = 1.39; cueing: M = 22.80, SE = 1.44). However, this main effect had to be qualified by a significant interaction between condition and WMC, F(2, 60) = 6.001, MSE = 253, p = .004, partial η² = .17. Learners with low WMC were impeded by verbal instructions and benefited from cueing. Learners with high WMC were impeded by cueing and benefited from verbal instructions. Taken together, Hypothesis 3 (i.e. effects of support) had to be rejected, whereas concerning hypothesis 4, an interaction between condition and WMC was discovered.

Discussion

The present results seem to be somewhat contradictory at first glance: Cueing enhances attention on narration-congruent parts of the animation, which, in turn, positively influences learning outcomes. Nevertheless, the cueing condition did not outperform the unsupported condition.

An important open question is why cueing does not lead to generally superior learning, although it enhances the dwell time on AOIs which is positively related with learning outcomes. One possibility is that cueing is visually intrusive and unfamiliar, and interfered with the learners’ spontaneous holistic processing strategies. This interpretation is in line with the finding that learners with higher WMC—who are supposed to process more information simultaneously—are impeded by cueing. These learners might have enough capacity to process not only the narration-congruent information, but also more holistic aspects of the system. Moreover, cueing might have conveyed a false sense of ‘easiness’ and thus prevented learners from investing more effort in processing. In the present study, WMC was measured by a verbal task corresponding to the narrative component of the learning environment. Future research should investigate whether these results apply to a visual WMC task—corresponding to the visual display—as well.

In sum, the present study makes the following important contributions to the present literature on learning form animations: (1) It provides further evidence that cueing in animations influences visual attention, but not necessarily fosters learning; the mechanisms underlying these effects should be investigated in further research. (2) WMC should be taken into account when selecting (in practice) or analyzing (in research) support procedures.
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Abstract. The goal of our study was firstly to examine whether topical relevance of conflicting information would facilitate memory for conflicts when reading multiple documents. Secondly, we sought to discriminate between two competing explanations for the assumed memory facilitation effect using eye-tracking methodology. According to the encoding-hypothesis, the relevance effect should manifest itself in an early stage of conflict processing affecting conflict detection. The elaboration-hypothesis, in contrast, assumes that the memory advantage is rather caused by differences in regulatory behaviour executed in reaction to conflict detection. Results reveal a strong effect of relevance on memory for conflicts. Fixation-time analyses support for the elaboration-hypothesis, suggesting that relevance exerts its influence late in the process of comprehending conflicting information by primarily affecting the regulation phase.
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Introduction
The influence of reading goals on relevance-based text processing is a well documented phenomenon in text comprehension (e.g., McCrudden & Schraw, 2007). Readers process information that is relevant against the background of their reading goal more intensely and recall it better after reading (Kaakinen, Hyönä & Keenan, 2002). However, one limitation of these findings is that they were mostly gained with non-conflicting single texts. Hence, it is unclear whether the pattern of results can be transferred to the understanding of scientific conflicts covered in multiple documents. We contend that this question is of considerable practical importance in the era of digital reading as many authentic reading situations involve making sense of multiple documents that are partly inconsistent (Stadtler, Scharrer & Bromme, 2011). Moreover, the question is not trivial from a theoretical stance, either. The status of being conflicting alone may already lend relevance to information, since it interferes with the goal of forming a coherent mental representation. Hence, the text-based importance of conflicts might level off the effects of externally imposed relevance instructions (McCrudden & Schraw, 2007).

We entertained two competing hypotheses about the processes which lead to the assumed relevance effect. According to the encoding-hypothesis, the relevance effect should manifest itself in an early stage of conflict processing. This hypothesis argues that readers encode information that is not relevant to their goal only in a shallow fashion (Kaakinen et al., 2002). Hence, resonance processes at the time of encountering conflicting information will be too weak to allow moment-to-moment conflict detection. The elaboration-hypothesis, in contrast, assumes equal conflict detection under both reading conditions. Differences in memory for conflicts should rather be caused by differences in regulatory behaviour executed in reaction to conflict detection. Whereas readers to whom a given conflict is irrelevant might simply ignore it, readers conceiving of the conflicting information as relevant might for instance reread the information or seek clarification in ensuing paragraphs.

Method
Participants.
A total of 64 undergraduates with little medical knowledge participated in the study. Out of these, 57 participants provided complete data (72% female; mean age = 24.00, $SD = 5.1$).
Materials, Design and Task.

Participants read seven hyperlinked texts on the topic cholesterol. Their task was to read in order to later provide a summary of a subset of information. The subset of information relevant to the experimental group contained three conflicting and three undisputed subtopics. The control group had to focus on non-conflicting subtopics exclusively. Conflicts consisted of two opposing claim-explanation-passages, each. One of them, for instance, focused on the question whether high levels of cholesterol would impede vision or not.

Covariates.

To control for effects of general reading skill, participants completed two subtests from the ELVES measuring microstructural component processes of reading comprehension (Richter & van Holt, 2005). Moreover, we assessed students’ epistemic beliefs with the EBAM (Kienhues, 2010). Only the ELVES subtest “Sentence-Verification-Task” (SVT) showed a significant positive correlation with our dependent measures and was hence included as a covariate in our analyses.

Dependent Variables.

Memory for conflicting information was measured with the Intertextual Conflict Verification Task (ICVT) (Stadtler, Scharrer & Bromme, 2011). This task comprises 48 items, which are either paraphrases of the conflicting claims or distractor items. For each item, readers indicate whether the reading materials contained any content that stood in conflict with the claim. An individual coefficient of memory for conflicting information was calculated as the difference between the proportion of stimulus phrases that were correctly identified as conflicting and the proportion of false positives. The range of this coefficient is -1 to +1, with +1 indicating perfect performance. In addition, we measured readers’ ability to apply their knowledge about conflicting information in a social knowledge building task (Moskaliuk, Kimmerle & Cress, 2012). Participants had to revise an existing Wiki so that it would better reflect the incomplete status of the topic. The number of conflicts (0 to 3) that readers integrated into the Wiki was taken as the dependent measure.

Online measures of conflict processing were calculated from readers’ eye-fixations on the conflicting claim-explanation passages (Kaakinen et al. 2002). We defined first-pass fixations as fixations on previously unread text segments. First-pass reinspections were defined as regressive fixations on previously read portions of a sentence before moving on to the next sentence. Finally, look-backs were defined as regressive fixations to a previously read sentence. To control for sentence length, time parameters were qualified by number of characters. Whether readers detected the conflicts was assessed by comparing fixation times for conflicting target sentences with uncritical control sentences that were matched for relevance, familiarity and syntactic structure. Longer fixation times for target claims relative to control claims are taken as indicator of conflict detection; fixation times for explanations and measures of rereading are interpreted as indicating regulatory behaviour.

Results

An ANCOVA with the SVT as a covariate confirms that readers of the experimental group showed better memory for conflicting information than controls (EG: $M = .71, SD = .30$; CG: $M = .38, SD = .41$), $F(1, 54) = 14.30, p < .001, \eta^2_{\text{part}} = .21$. This finding was corroborated by the analyses of the Wiki revision task. Experimental group readers included a significantly higher number of conflicts in their revision (EG: $M = 2.12, SD = 1.03$; CG: $M = 1.17, SD = 1.20$; $F(1, 54) = 14.27, p < .001, \eta^2_{\text{part}} = .21$).

Readers’ first-pass fixations, first-pass reinspections and look-backs for target and control claims were subjected to separate mixed 2 (claim type)* 2 (experimental condition) ANOVAs. The analysis of first-pass fixations revealed that during initial reading, target claims were fixated significantly...
longer than control claims, $F(1, 55) = 15.67, \ p < .001, \ \eta^2_{\text{part}} = .22$. Neither the main effect of experimental condition nor the interaction was significant suggesting readers of both groups were equally successful in detecting the conflicts, all $F$s(1, 54) < 2.54, ns. Moreover, the duration of first-pass reinspections was similar across experimental condition and claim type, all $F$s(1, 55) < 1.03, ns. However, readers of the experimental group invested significantly more time looking back to claims than controls, $F(1, 55) = 6.72, \ \eta^2_{\text{part}} = .11$. Look-back fixations were not affected by claim type, nor was there an interaction between claim type and experimental condition, all $F$s(1, 55) < 1.77, ns.

Likewise, all three fixation time parameters for target and control explanations were subjected to separate mixed 2 (explanation type)* 2 (experimental condition) ANOVAs. This revealed that readers in the experimental group processed explanations more intensely than controls during initial reading, $F(1, 55) = 8.22, \ \eta^2_{\text{part}} = .13$. No effects were found when analyzing first-pass reinspections and look-backs landing on the explanations, all $F$s (1, 55) < 1.55, ns.

Summary and Discussion
To summarize, our results show better performance of readers for whom conflicts were relevant in terms of memory for conflicting information and its application in a social knowledge building task. This finding extends previous research by showing that the relevance effect also applies to reading conflicting scientific information covered in multiple documents (Kaakinen et al., 2002; McCrudden & Schraw, 2007). When examining how these results came about on a process level, we found support for a late relevance effect in line with the elaboration-hypothesis. Readers seemed to initially detect conflicts regardless of their topical relevance. However, only readers for whom a conflict was relevant spent a significant amount of time looking back to conflicting claims. In addition they maintained their high level of attention when reading subsequent information that provided an explanation for the conflicting claim. This may have enabled them to better memorize the conflicting information. Readers for whom conflicts were irrelevant, in contrast, reduced their level of attention immediately after encountering the conflicting claims. Further research is needed to clarify which characteristics of the explanations (e.g., their plausibility or reinstatement of the claim) actually facilitate the integration of conflicting information into readers’ mental representation.
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Abstract. Students spontaneously engage in epistemic cognition when reading conflicting scientific information. This study examines how this epistemic cognition is related to students’ actual beliefs. In addition, the interplay of students’ epistemic beliefs and prior attitudes when encountering conflicting and partly attitude-inconsistent information on a controversial socio-scientific is studied using think-aloud methods.
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Introduction
Students are often confronted with conflicting information on controversial socio-scientific topics when searching for information on the Internet. Such topics are characterised by the existence of competing theories and points of view for which there is no simple conclusion (Kobayashi, 2009).

Epistemic Cognition in Action
Epistemic cognition pertains to the processes involved in defining, acquiring, and using knowledge (Greene, Azevedo, & Torney-Putra, 2008), and includes metacognitive thinking about the nature of knowledge and justification for knowing (Mason, Boldrin, & Ariasi, 2010). Previous work has demonstrated that university students (Ferguson, Bråten, & Strømsø, 2012) as well upper level secondary school students (Mason, Ariasi, & Boldrin, 2011) spontaneously engage in epistemic cognition when reading multiple texts on controversial topics. That is, students verbalize epistemic reflections regarding the source of knowledge, justification of knowledge, simplicity and complexity of knowledge, and certainty and uncertainty of knowledge.

Interplay of Epistemic Beliefs and Prior Attitudes
In current models of epistemic cognition, the willingness to adjust beliefs is emphasized. Bendixen and Rule’s (2004) model, for instance, includes among other things mechanisms of change. This starts with epistemic doubt, i.e., questioning one’s beliefs, and requires epistemic volition, or the willingness to adapt these beliefs. Finally, resolution strategies are necessary to overcome doubt.

Yet, learners’ prior attitudes may prevent learners from giving in to epistemic doubt or to undertake actions to change their beliefs. For instance, learners with strong prior attitudes may display a disconfirmation bias, i.e., a tendency to spend more time on and allocate more cognitive effort to information that is inconsistent with their attitudes and beliefs, while quickly and uncritically accepting information that supports these attitudes (Taber & Lodge, 2006). This could mean that students may be more inclined to see themselves as source of knowledge, but also that they are more critical of the status of attitude-inconsistent knowledge claims.

Research Question and Hypotheses
As prior attitudes can thus strongly bias information processing, it is interesting to know how prior attitudes and epistemic cognition interact. The following research question were addressed: How do prior attitudes towards climate change influence students’ epistemic cognition when reading multiple texts containing conflicting information? In this study, participants were classified as holding either
predominantly multiplist or evaluativist epistemic beliefs. At the multiplist level, people become aware of the uncertain and subjective nature of knowledge and knowing. However, this awareness overrules any objective standards for the evaluation of information. As a consequence, all opinions are deemed equally valuable and right. At the evaluativist level, uncertainty is acknowledged, but without ignoring the importance of evaluation of knowledge claims. That is, two positions can both be right, but one can be better supported by evidence, making it more valuable (Kuhn, 1999).

It should be expected that students holding evaluativist epistemic beliefs would act according to these beliefs and come to the conclusion that their prior attitudes may not be right. However, if prior attitudes prevail, students should – irrespective of their epistemic beliefs – attach greater value to the information that is consistent with these attitudes than to information that is in line with scientific evidence and, as a consequence, more reliable. Students with evaluativist beliefs should act according to their epistemic beliefs, as could be evidenced by more epistemic reflections regarding justification of knowledge claims by authority, regarding the justification of knowledge claims by multiple sources, (Ferguson et al., 2012). Multiplists, on the other hand, are expected to verbalize more epistemic reflections regarding personal justification of knowledge claims (Ferguson et al., 2012).

**Methods**

**Participants**

Participants were 25 11th grade students from a Dutch secondary school for pre-university education.

**Measures**

Prior attitudes on climate change were measured with a 12-item questionnaire (α = .84) developed for this study. Epistemic beliefs were measured using a modified version of a questionnaire previously validated among 11th grade students, which distinguishes between multiplism and evaluativism (Van Strien, Bijker, Brand-Gruwel, & Boshuizen, 2012; α = .64 for both scales). Utterances in think-aloud protocols were coded based on Ferguson et al. (2012), who distinguished between utterances reflecting certainty/simplicity of knowledge, justification by authority, personal justification, or justification by means of multiple sources.

**Materials**

Participants read 16 texts on the evidence for man-made global warming. Half of the texts describes the insights from climate science as agreed on by the vast majority of climate scientists, whereas the other half challenges these views and contains information from less reliable sources.

**Procedure**

In a first session, 98 students from 11th grade filled in the prior attitudes measure and the epistemic beliefs questionnaire. Based on the outcomes, 25 students (12 boys; 13 girls) were selected to participate in a follow-up study. Participants were divided into one of two conditions depending on their prior attitudes. One condition consisted of students with sceptic attitudes toward climate change. The second condition consisted of students with neutral prior attitudes. In each group, participants had divergent scores on evaluativism and multiplism. During the individual session participants read a number of pre-selected texts on climate change while thinking aloud, and are asked to answer a short essay question. Participants were given 30 minutes to complete the task.

**Results and Discussion**

Preliminary analyses using the coarse-grained coding scheme showed no significant differences in the relative number of utterances regarding certainty/simplicity of knowledge (t(23) = 0.26, p = .799),
justification by authority ($t(23) = 0.18, p = .857$), personal justification ($t(23) = -0.02, p = .981$), nor justification by means of multiple sources ($t(23) = -0.51, p = .612$) between sceptics and students holding neutral attitudes. In general, students produced only a small proportion of utterances regarding justification of knowledge by authority ($M = 0.072, SD = 0.060$), but a relatively large proportion of utterances regarding personal justification ($M = 0.45, SD = 0.12$), with most participants paying only little attention to source information. These preliminary results might imply that students have difficulties with objectively and adequately evaluating information regardless of their prior attitudes. More fine-grained analyses are planned to gain a more detailed view of students’ responses to conflicting, partly attitude-inconsistent information as a function of their prior attitudes and epistemic beliefs. For instance, case studies of eight students with either pronounced evaluativist or multiplist beliefs suggest that among sceptics, those holding multiplist beliefs may be less inclined to justify knowledge claims using multiple sources than those holding evaluativist beliefs.
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Abstract. This study tests the superiority of static media over dynamic media for promoting active learning as suggested by Mayer, Hegarty, Mayer and Campbell (2005). In a replication of their first experiment, students watched either an animation or a series of static pictures depicting the formation of lightning. However, this time the navigational affordances were manipulated separately, by providing either maximal freedom in controlling the order and time spent on each fragment of the materials, or providing no learner control. Results show a replication of the original finding as well as a main effect of navigational affordances, but no main effect of dynamism. This implies that not static media but navigational affordances may be the key factor in promoting active learning in multimedia.
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In animation research, an on-going discussion is whether dynamic visualizations are superior to their static counterparts for supporting learning. In a meta-analysis from 2007, Höffler and Leutner concluded that on average, animations had a small learning benefit over static pictures. However, a large variance existed between individual studies, and the meta-analysis did not include one well-cited piece of evidence reporting a reverse effect. In 2005, Mayer, Hegarty, Mayer and Campbell reported the results of four experiments in which they consistently found no benefits of dynamic visualizations and in most cases even a superiority of static diagrams over animations. They concluded that for short multimedia lessons, static illustrations with printed text will promote active learning more than dynamic visualizations.

Although the study by Mayer and colleagues has been very influential, its conclusion is limited by a deliberate confound in the reported comparisons. Mayer et al. explicitly wanted to compare static and dynamic visualizations in their ‘usual’ way of presenting, as paper-based static visualizations with written text and as narrated animations. This way however, not only the dynamism of the visualization was manipulated, but also the navigational affordances. In the static condition, learners could freely navigate both the visualizations and the text, whereas in the dynamic condition learners had no control on how they could study the materials. As earlier studies have shown beneficial effects of navigational freedom on learning from visualizations (e.g., Boucheix & Schneider, 2009; Tabbers & De Koeijer, 2010), the superiority of static visualizations found by Mayer et al. could well be the result of a difference in navigational affordances rather than a difference in dynamism.

To investigate this hypothesis, we tried to replicate Experiment 1 from the Mayer et al. (2005) study, but separately manipulated the dynamism and the navigational affordances of the multimedia lesson.

Method
Participants & Design
The participants were 87 students (68 female, 19 male; age \( M = 21.2 \) years, \( SD = 3.0 \)), who participated either voluntarily or for course credits. The experiment was set up as a 2x2 between-subjects design with both the Dynamism of the visualization (Static vs. Dynamic) as well as the Navigational affordances of the multimedia lesson (Minimal vs. Maximal) as experimental factors. Participants were randomly assigned to one of the four conditions.
Materials

Multimedia lesson. The multimedia lesson used in this study was a 140-second lesson showing the process of lightning formation adapted from Mayer et al. (2005, Exp. 1). Four versions of the lesson were developed. In the Static versions, a series of 16 static pictures was presented depicting the main steps in lightning formation, whereas in the Dynamic versions, the visualization was animated. Moreover, in the two ‘Minimal Navigation’ versions, the visualization was presented as either a slideshow (Static-Minimal version) or as a system-controlled animation (Dynamic-Minimal version), and the explanation accompanying the visualization was presented as a narration. In both Maximal versions the explanation was presented as written text. Moreover, the visualization was presented within 16 frames distributed over 4 pages that could be navigated by clicking on one of the numbered tabs on top of the page (see Figure 1). In the Static-Maximal version the frames contained the 16 pictures, whereas in the Dynamic-Maximal version, each frame contained a fragment of the animation that was playing continuously. Also, a time bar was added that showed the passing of time.

![Figure 1. Screen capture of visualization with maximal navigational affordances](image)

Retention & Transfer. The retention test consisted of the following open question: “Please write down an explanation of how lightning works”. A maximum of 4 minutes was allotted to write down the answer. The answers were scored by two raters on the presence of 19 major idea units (interrater correlation of .98) and the average was taken as retention score (0-19). The transfer test consisted of four open questions, like “Suppose you see clouds in the sky, but no lightning. Why not?”, with a maximum of 2.5 minutes for answering each question. Two raters scored the answers (interrater correlation of .80) and their average was taken as transfer score (0-12).

Procedure

All participants were tested individually. They filled out a demographic questionnaire before studying the multimedia lesson. Afterwards, they made the retention test and transfer test. The total procedure took about 30 minutes.
Results & Discussion

Table 1 shows the mean scores and standard deviations for all four conditions.

Table 1: Mean Scores on Dependent Measures.

<table>
<thead>
<tr>
<th>Condition</th>
<th>M</th>
<th>SD</th>
<th>M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min. Navigation</td>
<td>7.45</td>
<td>3.21</td>
<td>2.27</td>
<td>1.57</td>
</tr>
<tr>
<td>Max. Navigation</td>
<td>9.00</td>
<td>3.81</td>
<td>3.41</td>
<td>2.77</td>
</tr>
<tr>
<td>Dynamic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min. Navigation</td>
<td>8.24</td>
<td>4.96</td>
<td>2.29</td>
<td>1.55</td>
</tr>
<tr>
<td>Max. Navigation</td>
<td>9.91</td>
<td>4.12</td>
<td>3.23</td>
<td>2.16</td>
</tr>
</tbody>
</table>

First we checked whether we had replicated the findings of Mayer et al. (2005). The Static-Maximal condition (Mayer: ‘paper-based text and illustrations’) and the Dynamic-Minimal condition (‘computer-based animation and narration’) did not differ significantly on retention, \(t(1,41) = 0.57, p = .29, \text{Cohen's } d = 0.17\). On transfer however, there was a marginally significant difference favoring the Static-Maximal condition, \(t(1,33.3) = 1.65, p = .05, d = 0.50\). This largely replicates Mayer et al. who found a small difference on retention \((d = 0.20)\) and a significant difference on transfer \((d = 0.55)\).

When analyzing the full 2x2 model however, we only found a main effect of Navigational affordance on transfer, \(F(1,83) = 5.41, p = .02, \text{partial } \eta^2 = .06\), favoring the Maximal over the Minimal conditions, and no main effect of Dynamism nor any interaction.

Thus, the superiority of static media over dynamic media in active learning found by Mayer may well be explained by a difference in navigational affordances provided by both representations in their experiments. This finding again shows that comparisons between static and dynamic visualizations should always be interpreted with care, and that navigational affordances are an important avenue for further multimedia learning research.
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Abstract. To understand learning material comprising multiple representations (i.e. text and pictures) it is crucial to build a coherent mental model of the given information. This process includes active selecting, organizing and integrating important parts of every given representation. Several studies have shown that the visualization (in forms of learner generated drawings) of the mental model can be effective when learning from text only material. Previous studies have shown that learners do not apply this strategy successfully when they are given an instruction to visualize while learning from text and pictures. Therefore we conducted a training on visualizing when learning from text and pictures. Participants were randomly assigned to either a trained or a control group. Results have shown that the trained group has generated more and better visualizations and outperformed the control group in learning outcomes and reported a lower cognitive load.
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Introduction and Theoretical Background

Learning a certain subject in school or university mostly means dealing with multiple given representations. In order to comprehend multiple representations adequately it is crucial to build a coherent mental model. This process includes active selecting, organizing and integrating important parts of any given representation (Mayer, 2005). Recent studies on text based learning material revealed that the externalization of the mental model in forms of learner generated visualizations (logical, realistic drawings) can be an effective strategy to foster better understanding of a to-be-learned concept: for visualizing a to-be-learned concept, learners will have to mentally represent its global structure, which does not mean that the generated representation is an exact copy of the internally built mental model (Seufert, Zander, & Brünken, 2007; Van Meter, Aleksic, Schwartz, & Garner, 2006; Van Meter & Garner, 2005). Results of these studies also indicate that spatial abilities are an important factor for understanding the given subject using the strategy of visualizing (Seufert, et al., 2007). Also generating one’s own representations may have a metacognitive learning effect as the learners are able to identify missing parts of the overall concept in their generated picture. Despite these expected positive effects, drawing as a strategy might increase cognitive load and hence, hinder learning (Leutner, Leopold, & Sumfleth, 2009). In a previous study we found that learners are not able to apply this strategy appropriately when simply being instructed to visualize a to-be-learned subject consisting of text and pictures. Learners generated more and better visualizations but did not benefit concerning learning outcomes and reported a higher cognitive load.

In the present study we analyzed whether a training to visualize would help learners to apply and benefit using this strategy while learning. Substantial interest is whether learners generate more and especially more comprehensive representations when they are participating in an one hour training and are asked to practice this strategy at home a week before the empirical study took part. We assume that learners in the trained group will score significantly a higher in learning outcomes (especially for higher order cognitive processes like comprehension). Learners will be able to apply this strategy more easily and report lower cognitive load scores when they received a specific training and will not be distracted or mentally overloaded by an unfamiliar strategy. Thereby, learners will be activated to build one coherent analogue representation, including relevant information of text and pictures, i.e. a mental model – hence, they should acquire deeper and more comprehensive knowledge.
Method

In the study 51 (45 female; age $M=21.06$) psychology-students took part and were randomly assigned to the training or the control group. The training group received a training one week prior to the actual study. The training was separated into two parts: participants were first given basic information about the effectiveness of visualizing and how to generate them when learning. Then they were given an assignment to practice this strategy during training and at home. When the study took part all participants were given the same learning material about a biological process within our cells which included 480 words and 7 referential pictures. Both groups received the instruction to summarize the learning content in any form on two blank sheets. Hence, no specific instruction for visualizing was given to the learners. There has been no time limit for working with the material. In addition to learners’ prior knowledge specific characteristics have been assessed as control variables, such as age, sex, current task motivation and spatial abilities.

The dependent variables have been assessed after being finished working through the material and summarizing: learning outcomes including the subscales: recall, comprehension and transfer. Learning outcomes measurement consisted of 17 items including multiple-choice, free-text answers and matching tasks. Additionally the amount and quality of the constructed visualizations have been evaluated by two independent raters. The quality of the pictures has been assessed by scale rating the amount of information included within the generated pictures. Moreover cognitive load had to be rated subjectively after learning and additionally after the learning outcome test on a 5-point likert scale from 1= very low mental effort to 5 = very high mental effort (based on Paas, 1992).

Results

Concerning the control variables, the two groups did not differ in any of the assessed variables. As recall and transfer did not have sufficient internal consistency only overall learning outcome and comprehension have been included our analyses.

For learning outcomes (see figure 1) we found – as expected – that the trained group outperformed the control group significantly in the overall learning outcome ($F(1,49)=6.4$ $p<.05, \eta^2=.12$) and comprehension ($F(1,49)=4.77$ $p<.05, \eta^2=.09$).

For the amount and quality of pictures a significant difference: the amount of pictures that have been constructed ($F(1,49)=16.26$ $p<.01, \eta^2=.25$) as well as their quality ($F(1,49)=27.76, p<.01, \eta^2=.36$) were significantly higher in the trained group. For cognitive load during the learning phase the trained group reported a marginally lower value ($F(1,49)=3.31$ $p=.75, \eta^2=.066$).

![Figure 1: Percentage scores of overall learning outcome and comprehension (trained vs. control group).](image)

Summary and Discussion

We analyzed the effects of a training for visualizing as a strategy for learning with text and pictures. Results showed that the instruction led to a higher amount of pictures produced as well as a higher
quality. The adaption of the trained strategy also resulted in higher scores in learning outcome and a lower reported cognitive load of the trained participants.

As expected the training helped learners to apply this strategy successfully and without an increase of cognitive load. Hence, learners had sufficient cognitive resources to engage in learning processes that are inducted by the process of visualizing the mental model. As previous studies have shown that visualizing as a text learning strategy can be very successful it seems that learners need more guidance when learning with text and pictures. Only a training or more specific instructions will help learners to go beyond the given external pictorial representations and to construct more comprehensive visualizations that also comprise relevant text information. Concerning the crucial process of building a coherent mental model for learning with multiple representations, externalizing the mental model can function as an additional enhancer for the cognitive process of coherence formation.

Hence, future experimental studies will have to analyze the effectiveness of such a training for different forms of provided external representations. Additionally it will be very important to analyze what kind of generated visualizations are most supportive in activating deep comprehensive learning processes in order to specify and simplify methods and contents of future trainings. Moreover it would be interesting to also analyze metacognitive processes while learning and generating self-constructed visualizations by think aloud protocols or video analyzes.
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Metaphors Activate Object Shape
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Abstract. We examined the idea that a perceptual symbol of shape is activated when processing a metaphoric sentence. Subjects read sentences that either did (metaphoric sentences) or did not (control sentences) invite to compare the two objects mentioned in the sentence. After reading the sentence, subjects were presented with line drawings of the two objects in question, which were either similar or dissimilar in shape. They judged whether both objects were mentioned in the preceding sentence. For the metaphoric sentences, recognition latencies were shorter for similarly shaped objects than for dissimilarly shaped objects. For the control sentences, we did not find such an effect of similarity in shape. These findings suggest that a perceptual symbol of shape is activated when processing a metaphoric sentence.
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Perceptual symbol theories assume that people activate perceptual representations during language comprehension (Barsalou, 1999). If we, for example, talk about a table, we activate the representation of an object with a flat surface and four legs. This representation is the residue of our perceptual experiences with, in this case, a table. According to Barsalou (1999), such a representation is defined by the combination of several perceptual symbols for different components of the referent (e.g., the color, shape, orientation, and type of wood of the table). There is an analogue relationship between these perceptual symbols and the referent. If, for example, the table is turned upside down, so too will the representation. So, any transformation the referent undergoes should cause analogous transformation in the representation.

Zwaan, Stanfield and Yaxley (2002) found evidence for this idea with their study on the effect of implied shape on mental representation. In their experiment subjects were presented with sentences like ‘The ranger saw the eagle in the sky’ or ‘The ranger saw the eagle in its nest’, which were followed by a line drawing of the object described in the sentence, in this case an eagle with outstretched wings or an eagle with folded wings. Participants recognized the pictures faster if the implied shape of the objects in the sentences matched the shape of the object in the pictures.

The purpose of the present experiment was to extend this finding. Yet where Zwaan et al. (2002) demonstrated an effect of a specific event description on the representation of the referent, we expect such an effect resulting from a comparative sentence structure. Our prediction is that inviting the reader to compare two concepts results in a mental representation of two perceptually similar concepts. In order to test this idea, we use the structural template of a metaphor: ‘X is like Y’. This linguistic construction is known to promote a comprehension strategy in which the two concepts are compared to each other to find out why the target (X) is similar to the base (Y) (Bowdle & Gentner, 2005). If we regard language as a set of processing instructions on how to construct a mental representation of the described situation, then this construction might result in a perceptual representation in which both concepts look like each other. That is, the comparative term like implies both conceptual and perceptual similarities between the two. As perceptual representations are typically schematic (Barsalou, 1999), we expect them to be similar in terms of shape.

In order to test this prediction, the present experiment examines the effect of similarity in shape on recognition latencies to two pictures of objects that were mentioned in the preceding sentence, which either did or did not invite to engage in a comparison process. An experimental group received sentences describing a metaphoric relation between two concepts based on a conceptual similarity, for example ‘A forklift lifts heavy things, just like an elephant’. A control group received sentences...
describing a locational relation between two concepts, such as ‘A forklift was located in front of an elephant’. We chose for this type of sentence as control condition as the sentential structure does not invite to compare the two concepts. If readers create similarly shaped mental representations for metaphorically related objects, then recognition latencies should be faster for similarly shaped objects than for dissimilarly shaped objects. For the location sentences, however, there should be no differences in the recognition latencies between the two types of object pairs.

Method

Participants

Seventy-five Tilburg University undergraduates (55 women and 20 men) participated for course credit. The mean age was 21 years, ranging from 18 to 30. The data of 6 subjects were discarded because of extremely long median response latencies (>1,150 ms).

Materials

Twenty experimental picture sets, each containing one target object and two base objects, and twenty filler picture pairs were used. The shape of the base object was depicted either similar (+Shape) or dissimilar (-Shape) to the target object, see Figure 1.

<table>
<thead>
<tr>
<th>Base objects</th>
<th>Target object</th>
</tr>
</thead>
<tbody>
<tr>
<td>+Shape</td>
<td></td>
</tr>
<tr>
<td><img src="image" alt="" /></td>
<td><img src="image" alt="" /></td>
</tr>
<tr>
<td>-Shape</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 1. Example picture set with two picture pairs: +Shape and -Shape*

Eighty Dutch sentences were created to accompany the pictures: 20 metaphoric, 20 location sentences, and 40 filler sentences. The metaphoric sentences described a conceptual correspondence between two concepts in a ‘X has the ability to Z, just like Y’-construction. We created the sentences either with an action verb (e.g., ‘A motorcycle accelerates very fast, just like a leopard’) or with a conjugation of the verb to be followed by a conceptual characteristic (e.g., ‘A pawn is of relatively little value, just like a soldier’). The location sentences described the location of the target concept in relation to the base concept. In order to create a state-of-affairs, we used sentences with verbs expressing a state of being (e.g., ‘A bulldozer stood on top of an ant’) and/or with action verbs in the past tense (e.g., ‘A helicopter hovered above a dragonfly’). The filler sentences all mentioned a base concept other than the one that was presented in the picture, and thus required a ‘no’ response.

Procedure

During each experimental trial, subjects first saw a fixation cross in the center of the screen for 1000 ms. Subsequently, the sentence appeared. Participants pressed the ‘yes’ button when they had understood the sentence and then another fixation cross appeared in the center of the screen for 500 ms, followed by the simultaneous presentation of the two object pictures. Subjects then had to determine whether both objects were mentioned in the preceding sentence. They produced their response by pressing a key on a button panel. Immediately after their judgment, feedback indicated
whether the answer was correct, incorrect, or given too late, that is, after more than 2 seconds. Right after the feedback, the next trial started with a fixation cross on the screen. Participants were instructed that they were going to take part in a reaction time experiment and that it was important for them to make the decisions about the pictures as quickly as possible. Each subject saw 20 sentence-picture pairs, requiring ‘yes’ responses, and 20 filler pairs, requiring ‘no’ responses.

Results
We conducted a 2 (Type of Sentence) x 2 (Shape) analysis of variance, with Type of Sentence as between subjects factor and Shape as within subjects factor, on the recognition response latencies. We analyzed response latencies of the correct responses; 3.4% of the data was excluded for this reason. In order to decrease the effects of extreme outliers, we used the median correct response times in the analyses. Table 1 displays the median response latencies.

<table>
<thead>
<tr>
<th>Type of Sentence</th>
<th>Shape</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>+Shape</td>
<td>-Shape</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metaphor (Experimental condition)*</td>
<td>730 (133)</td>
<td>793 (188)</td>
<td></td>
</tr>
<tr>
<td>Location (Control condition)</td>
<td>791 (149)</td>
<td>802 (145)</td>
<td></td>
</tr>
</tbody>
</table>

There was an effect of Shape on response latency: Responses were faster for objects that were similar in shape than for objects that were dissimilar in shape, $F(1, 67) = 8.94$, $p < .01$. There was no effect of Type of Sentence ($F < 1$). The two factors did interact, $F(1, 67) = 4.68$, $p < .05$. Post hoc analyses revealed that for the metaphoric sentences response latencies were significantly faster for objects that were similar in shape as compared to objects that were dissimilar in shape, $F(1, 37) = 13.30$, $p < .01$. Yet for the location sentences we did not find such an effect of Shape ($F < 1$).

Discussion
The result of the present study showed that the recognition of two objects that were mentioned in a metaphoric sentence – of which the sentential structure invites to compare the two objects – was influenced by the similarity in shape of the two objects. That is, recognition latencies were shorter for pictures of objects that are similar in shape than for pictures of objects that are not similar in shape. For the location sentences – which do not invite to compare the two objects –, however, we did not find such an effect of similarity in shape. These findings suggest that the structural template of a metaphor activates a mental representation of the metaphorically related objects in which the objects have a similar shape.
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Le colloque biennal du *Special Interest Group 2 Comprehension of text and graphics* (Groupement d’Intérêt Spécifique 2 Compréhension de textes et de graphiques) est organisé par le Laboratoire des Sciences de l'Éducation de l'Université Pierre-Mendès-France de Grenoble du 28 au 31 août 2012. Le Groupement d’Intérêt Spécifique fait partie de l’*European Association of Research on Learning and Instruction* (Association Européenne de la Recherche en Apprentissage et Enseignement).


Le colloque comporte trois conférenciers invités, un atelier, huit séances de communications orales et une séance de communications affichées. Nous avons reçu 75 soumissions de 176 auteurs provenant de 19 pays différents. Toutes les soumissions ont été examinées par le comité scientifique de 20 membres issus de 9 pays différents. 37 communications orales et 36 communications affichées ont été acceptées. Ce volume contient toutes les communications présentées. Le nombre élevé de contributions multi-auteurs, multi-pays montre que le groupement est en bonne santé et que le colloque biennal remplit sa fonction.
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